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At Veeam Software we value the feedback from our customers. It is important not only to help you
quickly with your technical issues, but it is our mission to listen to your input, and build products that
incorporate your suggestions.

Customer Support

Should you have a technical concern, suggestion or question, please visit our Customer Center Portal
at cp.veeam.com to open a case, search our knowledge base, reference documentation, manage your
license or obtain the latest product release.

Company Contacts

For the most up to date information about company contacts and offices location, please visit
www.veeam.com/contacts.html.

Online Support
If you have any questions about Veeam Backup & Replication, you can use the following resources:

e Full documentation set: www.veeam.com/vmware-esx-backup/resources.html

e  Community forum at www.veeam.com/forums
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This user guide provides information about main features, installation and use of
Veeam Backup & Replication in VMware environments. The document applies to version 7.0 and all
subsequent versions until it is replaced with a new edition.

Intended Audience

The user guide is intended for anyone who wants to use Veeam Backup & Replication. It is primarily
aimed at VMware administrators, consultants, analysts and any other IT professionals using the
product.

Related Documentation

The complete set of Veeam Backup & Replication documentation can be found on the product
resources web page at www.veeam.com/vmware-esx-backup/resources.html.

Document Revision History

Revision 1 8/15/2013 Initial version of the document for Veeam Backup & Replication 7.0
Revision 2 8/19/2013 List of FS supported by the Multi-OS Restore wizard updated

Minor changes in the Backup, Backup Copy, Tape Support and vCloud

Revision 3 9/23/2013 Director Support sections.

10 |Veeam Backup & Replication for VMware | USER GUIDE | REV 3



http://www.veeam.com/vmware-esx-backup/resources.html

Veeam Backup & Replication is a data protection and disaster recovery solution for VMware vSphere
and Microsoft Hyper-V virtual environments of any size and complexity. Combining all of the
necessary functions in one intuitive interface, Veeam Backup & Replication serves to solve the most
critical problems of virtualized infrastructure management and protects mission-critical virtual
machines (VMs) from both hardware and software failures.

Veeam Backup & Replication for VMware vSphere provides the following features and functionality:

VMware vSphere Support

Veeam Backup & Replication provides full support for VMware vSphere and VMware Infrastructure 3
(V1), including the newest version VMware vSphere 5.1. Veeam Backup & Replication capabilities are
supported for both ESX and ESXi hosts in the same manner, providing top performance and reliability
no matter of the hypervisor architecture.

Distributed Backup Architecture

Veeam Backup & Replication features a distributed backup architecture to take backup workload off
the backup server and speed up backup, replication and restore over wide area networks (WANs) or
slow links. Distributed architecture lets you move data processing to backup proxies that act as data
movers, and backup repositories used as common backup locations. A single backup server acts as a
'point of control' managing multiple backup proxies and backup repositories across a large backup
site or multiple branch offices. Installation and configuration of architecture components is fully
automated, which helps streamline deployment and maintenance of remote sites and large
installations.

2-in-1 Backup and Replication

To provide the most comprehensive protection of your virtual infrastructure,

Veeam Backup & Replication complements image-based backup with image-based replication. You
can back up any VM, VM container or VM disk, as well as replicate VMs onsite for high availability (HA)
or offsite for disaster recovery (DR), across local area and wide area networks.

By leveraging the latest technological advancements of the virtualization technology,

Veeam Backup & Replication delivers unprecedented replication speed. It provides near-continuous
data protection (or near-CDP) at a fraction of cost of traditional CDP systems — you can capture
changes and update VM images as often as every few minutes.

Veeam vPower

Veeam Backup & Replication offers vPower™ — Veeam’s technology that allows you to:

e Immediately recover a failed VM, thus reducing downtime of production VMs to the
minimum (see Instant VM Recovery).

e Verify recoverability of every backup and replica by starting and testing VMs directly from VM
backups and replicas in an isolated environment (see SureBackup™ Recovery Verification).

e Restore items from any virtualized applications with U-AIR™ (see Universal Application-
Item Recovery™).
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Advanced Replication Options

Veeam Backup & Replication offers advanced replication options to cope with any disaster recovery
scenario. If a VM goes down for some reason, you can fail over to its replica in several seconds. Once
the production host is up again, you can use the failback option to get back to the original VM, or to a
VM restored from the backup, in the original site or at a new location. During failback,

Veeam Backup & Replication compares source and target replica states and transfers only differences,
which dramatically decreases use of WAN traffic.

In addition to failover and failback capabilities, Veeam Backup & Replication provides enhanced
operations with replicas — you can use replica seeding to minimize use of WAN traffic, map replicas to
existing VMs in the DR site, and perform replica re—IP and network mapping in case the network
settings of your production site does not match those of the DR site.

Native Tape Support

Veeam Backup & Replication allows you to archive backups of your VMs and Windows or Linux files to
the tape media, and also to recover from tape records. Specially designed jobs can be run either
manually or automatically on schedule, supporting customizable retention settings, hardware
compression, post-backup export of media, and other options. You can specify tape media as a
secondary target destination when configuring your standard backup jobs, fully automating the
workflow and following ‘3-2-1" backup approach (3 copies, 2 types of media, 1 off-site location)
considered as best practice for data protection and disaster recovery. Standalone drives, tape libraries
and virtual tape libraries (VTL) are supported. Tracking of restore points facilitates restore of archived
VMs.

Backup Copy and WAN Acceleration

To facilitate adoption of the 3-2-1 backup strategy, Veeam Backup & Replication offers backup
copying capabilities. Backup copying allows you to create several instances of the same backup file in
different locations, whether onsite or offsite. Copied backup files have the same format as those
created by backup jobs and you can use any data recovery option for them. And with built-in WAN
acceleration developed specifically for backup copy jobs you can copy data to offsite locations up to
50 times faster.

vCloud Director Support

With enhanced support for vCloud Director, you can protect your vApps and their contents. When
Veeam Backup & Replication creates backup files for VMs, it captures vApp metadata along with the
VM data. As a result, you can quickly restore vCloud Director VMs back to the vCloud Director
hierarchy and do not need to perform any additional actions on import and VM configuration.

Multiple Data Recovery Options

Veeam Backup & Replication uses the same image-level backup to recover a full VM image, VM files,
VM virtual drives, application items (U-AIR) and individual guest OS files. You can recover a full VM to
any good-to-know point in time and place it to its original location with one click, or select a new
location for a restored VM. You can also perform granular VM guest OS file- or folder-level recovery for
FAT16, FAT32, NTFS and ReFS file systems without extracting a full VM image to the local drive. File-
level restore for VMs running other file systems can be performed with the Multi-OS File-Level Restore
wizard, or through utilizing Instant VM Recovery capabilities. Along with guest OS files recovery,
Veeam Backup & Replication allows restoring specific VM files (VMDK, VMX and so on) and VM virtual
drives, either to their latest state or to a specific point in time.
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Forward Incremental and Reversed Incremental Backup

Depending on the type of backup storage you use, you can choose between two backup methods —
incremental and reversed incremental. Incremental backup is recommended for disk—to—disk-to-tape
and remote site backups — it reduces the time spent to move backups to tape or a remote site, and
the amount of tape required. Reversed incremental backup is recommended for disk-to—disk backup,
enabling you to keep the latest image of a VM in a ready—to—restore state on disk. With advanced
options in Veeam Backup & Replication, you can select to perform incremental backup and schedule
creation of synthetic full backups on specific days, which will let you combine advantages of
incremental backup with those of reversed incremental.

Application-Aware Image Processing

Veeam Backup & Replication supports Windows Volume Shadow Copy (VSS) enabling backup and
replication on live systems running Windows applications or working with databases (for example,
Domain Controller, Exchange Server, SQL Server) without shutting them down. It also provides
advanced options to control truncating of transaction logs so that you can ensure correct backup of
applications that use transaction logs, and meet requirements of any backup scenario. You can select
to truncate transaction logs after every backup job, every successful backup or not to truncate logs at
all.

Indexing, Search and 1-Click Restore of VMs and Files

Veeam Backup & Replication provides possibilities for indexing guest OS files in Windows-based VMs,
enabling you to perform quick and accurate search for files within backed up VM images without the
need to restore them first. Using Veeam Backup Enterprise Manager, you can browse and search for
files in a single selected VM backup or use the advanced search option to find necessary files in all VM
backups within your backup infrastructure. You can use flexible delegation options to allow
authorized users restore VMs or individual files with one click directly from Veeam Backup Enterprise
Manager to the original location on the source VM disks, or download them to the local machine.

Data Deduplication and Compression

In order to decrease the size of created backups, Veeam Backup & Replication deduplicates identical
blocks inside a backup file. Higher deduplication rates are achieved when backing up multiple VMs
created from a single template or VMs with lots of free space. You can also decrease the backup file
size by using compression.

Support for Storage Snapshots

Veeam Backup & Replication lets you leverage storage snapshots as a part of a comprehensive backup
and recovery strategy, where SAN snapshots and image-level backups complement each other. The
Backup from Storage Snapshots capability dramatically improves RPOs and reduce impact of backup
activities on the production environment. And Veeam Explorer for SAN Snapshots allows you to
recover VMs and VM data directly from HP LeftHand, HP StoreVirtual VSA and HP StoreServ snapshots.
You can quickly restore an entire VM, VM guest OS files or Microsoft Exchange and Microsoft
SharePoint items directly from SAN snapshots that can be taken throughout the day with very little
impact on production systems.

Veeam Explorer for Exchange

Veeam Explorer for Exchange is a built-in tool that you can use to browse Microsoft Exchange mailbox
stores inside Veeam backups. Veeam Explorer for Exchange features a familiar, easy-to-use interface
and allows you to quickly locate mailboxes or items you need and restore them to the original location
or to a new location.
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Veeam Explorer for SharePoint

Veeam Explorer for SharePoint is a built-in tool that you can use to browse Microsoft SharePoint
content databases inside Veeam backups. Veeam Explorer for SharePoint allows you to quickly locate
documents, items, document libraries and lists and restore them to the original or new SharePoint
site, send them by e-mail or save to the specified location.

Veeam Backup Enterprise Manager

Veeam Backup & Replication comes with Veeam Backup Enterprise Manager — a management and
reporting component that allows you to manage multiple Veeam Backup & Replication installations
from a single web console. In case of a distributed backup infrastructure, Veeam Backup Enterprise
Manager acts as a single management point, enabling you to perform, edit and clone backup and
replication jobs, and providing enhanced notification and reporting options.

Veeam Backup Enterprise Manager is also responsible for replicating and consolidating index files
from backup servers to enable you to browse and search for files, and restore found files in one click.
In addition to that, Veeam Backup Enterprise Manager acts as a license center, allowing you to
centrally update licenses and get statistics on their usage.

vSphere Web Client Plug-in

The new plug-in for VMware’s next-generation administrative interface for vSphere delivers at-a-
glance and detailed views of your backup infrastructure directly from the vSphere web client. You can
monitor job status and backup resources, as well as open Veeam Backup Management Suite reports
on repository capacity, job statistics and identification of unprotected VMs.

Integration with Veeam ONE

Veeam Backup & Replication integrates with Veeam ONE allowing you to collect real-time statistics
from your backup servers. You can use Veeam ONE to track the latest status of data protection
operations in your virtual environment, receive immediate alarms whenever a potential problem can
cause data loss, monitor performance of backup infrastructure components to optimize workloads
and plan capacity of backup infrastructure resources.

14 |Veeam Backup & Replication for VMware | USER GUIDE | REV 3



Veeam Backup & Replication provides a set of features for building and maintaining a flexible backup
infrastructure, performing data protection tasks (such as, regular backup and replication of VMs), and
carrying out disaster recovery procedures. This section contains a high-level overview of

Veeam Backup & Replication, its architecture and features, as well as data protection and disaster
recovery concepts necessary to understand Veeam Backup & Replication background operations and
processes.

Solution Architecture

Veeam Backup & Replication is a modular solution which allows flexible scalability for environments of
different sizes and configuration. The installation package of Veeam Backup & Replication includes a
set of components used to configure your backup infrastructure. Some of them are mandatory and
provide core functionality; some of them are optional and can be installed to provide additional
functionality for your business and deployment needs. You can consolidate

Veeam Backup & Replication components on the same machine, either physical or virtual, or you can
set them up separately for a more scalable approach.

Components

Veeam Backup & Replication comprises the following components. Some of the components are
installed using a setup file; others are configured while working with the product.

Veeam Backup Server

The Veeam backup server is a Windows-based physical or virtual machine on which

Veeam Backup & Replication is installed. It is the core component in the backup infrastructure that fills
the role of the “configuration and control center”. The Veeam backup server performs all types of
administrative activities:

e Coordinates backup, replication, recovery verification and restore tasks
e Controls job scheduling and resource allocation

e Isused to set up and manage backup infrastructure components as well as specify global
settings for the backup infrastructure

In addition to its primary functions, a newly deployed Veeam backup server also performs the roles of
the default backup proxy and the backup repository (it manages data handling and data storing
tasks).

The Veeam backup server uses the following services and components:

e Veeam Backup Service is a Windows service that coordinates all operations performed by
Veeam Backup & Replication such as backup, replication, recovery verification and restore
tasks. Veeam Backup Service runs under the administrator account with the Log on as right
granted.

e Veeam Backup Shell provides the application user interface and allows user access to the
application's functionality.

e Veeam Backup Catalog Service is a Windows service that manages guest OS file system
indexing for VMs and replicates system index data files to enable search through guest OS
files. Index data is stored in the Veeam Backup Catalog — a folder on the Veeam backup
server. The Veeam Backup Catalog Service running on the Veeam backup server works in
conjunction with search components installed on Veeam Backup Enterprise Manager and
(optionally) a dedicated Microsoft Search Server.
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e Veeam Backup SQL Database is used by Veeam Backup Service, Veeam Backup Shell and
Veeam Backup Catalog Service to store data about the backup infrastructure, jobs, sessions
and so on. The database instance can be located on a SQL Server installed either locally (on
the same machine where the Veeam backup server is running) or remotely.

e Veeam Backup PowerShell Snap-In is an extension for Microsoft Windows PowerShell 2.0.
Veeam Backup PowerShell adds a set of cmdlets to allow users to perform backup, replication
and recovery tasks through the command-line interface of PowerShell or run custom scripts
to fully automate operation of Veeam Backup & Replication.

e Backup Proxy Services. In addition to dedicated services, the Veeam backup server runs a
set of data mover services (for details, see Backup Proxy).

Backup Proxy

When Veeam Backup & Replication is initially installed, the Veeam backup server coordinates all job
activities and handles data traffic itself. That is, when you run a backup, replication, VM copy, VM
migration job or perform restore operations, VM data is moved from source to target through the
Veeam backup server. This scenario is acceptable for virtual environments where few backup jobs are
performed; in large-scale environments, however, the workload on the Veeam backup server will be
significant.

To take the workload off the Veeam backup server, Veeam Backup & Replication uses backup proxies.
A backup proxy is an architecture component that sits between data source and target and is used to
process jobs and deliver backup traffic. In particular, the backup proxy tasks include retrieving VM
data from the production storage, compressing and sending it to the backup repository (for example,
if you run a backup job) or another backup proxy (for example, if you run a replication job). As the data
handling task is assigned to the backup proxy, the Veeam backup server becomes the “point of
control” for dispatching jobs to proxy servers.

The role of a backup proxy can be assigned to a dedicated Windows server (physical or virtual) in your
virtual environment. You can deploy backup proxies both in the primary site and in remote sites. To
optimize performance of several concurrent jobs, you can use a number of backup proxies. In this
case, Veeam Backup & Replication will distribute the backup workload between available backup
proxies.

Use of backup proxies lets you easily scale your backup infrastructure up and down based on your
demands. Backup proxies run light-weight services that take a few seconds to deploy. Deployment is
fully automated — Veeam Backup & Replication installs the necessary components on a Windows-
based server when you add it to the product console. As soon as you assign the role of a backup proxy
to the added server, Veeam Backup & Replication starts the required services on it.

The primary role of the backup proxy is to provide an optimal route for backup traffic and enable
efficient data transfer. Therefore, when deploying a backup proxy, you need to analyze the connection
between the backup proxy and storage with which it is working. Depending on the type of
connection, the backup proxy can be configured in one of the following ways (starting from the most
efficient):

e A machine used as a backup proxy should have direct access to the storage on which VMs
reside or the storage where VM data is written. This way, the backup proxy will retrieve data
directly from the datastore, bypassing LAN.

e The backup proxy can be a VM with HotAdd access to VM disks on the datastore. This type of
proxy also enables LAN-free data transfer.

e If neither of the above scenarios is possible, you can assign the role of the backup proxy to a
machine on the network closer to the source or the target storage with which the proxy will
be working. In this case, VM data will be transported over LAN using NBD protocol.
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Depending on the type of backup proxy and your backup architecture, the backup proxy can use one
of the following data transport modes: Direct SAN Access, Virtual Appliance or Network. If the VM disks
are located on the SAN storage and the SAN storage is added to the Veeam Backup & Replication
console, the backup proxy can also use the Backup from Storage Snapshots mode. You can explicitly
select the transport mode or let Veeam Backup & Replication replication automatically choose the
mode. For details, see Transport Modes and Backup from Storage Snapshots.

The backup proxy uses the following services and components:

e Veeam Installer Service is an auxiliary service that is installed and started on any Windows
server once it is added to the list of managed servers in the Veeam Backup & Replication
console. This service analyses the system, installs and upgrades necessary components and
services depending on the role selected for the server.

e Veeam Transport is responsible for deploying and coordinating executable modules that act
as "data movers" and perform main job activities on behalf of Veeam Backup & Replication,
such as communicating with VMware Tools, copying VM files, performing data deduplication
and compression and so on.

Backup Repository

A backup repository is a location used by Veeam Backup & Replication jobs to store backup files,
copies of VMs and metadata for replicated VMs. Technically, a backup repository is a folder on the
backup storage. By assigning different repositories to jobs and limiting the number of parallel jobs for
each one, you can balance the load across your backup infrastructure.

In the Veeam backup infrastructure, you can use one of the following repository types:

e Windows server with local or directly attached storage. The storage can be a local disk,
directly attached disk-based storage (such as a USB hard drive), or iSCSI/FC SAN LUN in case
the server is connected into the SAN fabric.

On a Windows repository, Veeam Backup & Replication deploys Veeam transport service
(when you add a Windows—based server to the product console, Veeam Backup & Replication
installs a set of components including the Veeam transport service on that server). When any
job addresses the repository, the transport service on the repository establishes a connection
with the source-side transport service on the backup proxy, enabling efficient data transfer
over LAN or WAN.

Windows repositories can be configured to function as vPower NFS Servers. In this case,
Veeam Backup & Replication will run the Veeam vPower NFS Service directly on the backup
repository (namely, on the managing Windows server to which storage is attached) and
provide ESX(i) hosts with transparent access to backed up VM images stored on the
repository. For details, see Veeam vPower NFS Service.

e Linuxserver with local, directly attached storage or mounted NFS. The storage can be a
local disk, directly attached disk-based storage (such as a USB hard drive), NFS share, or
iSCSI/FC SAN LUN in case the server is connected into the SAN fabric.

On the Linux repository, Veeam Backup & Replication deploys and starts the Veeam transport
service when a job addressing this repository is launched. This transport service establishes a
connection with the source-side transport service on the backup proxy, enabling efficient data
transfer over LAN or WAN.

e CIFS (SMB) share. SMB share does not support Veeam transport services, therefore data to
the SMB share is written from a Windows—based proxy server. By default, this role performs a
backup proxy that is utilized by the job for data transport.

However, if you plan to move VM data to an offsite SMB repository over a WAN link, it is
recommended that you deploy an additional Windows proxy server in the remote site, closer
to the SMB repository. Veeam Backup & Replication will deploy a Veeam transport service on
that proxy server, which will improve data transfer performance.
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Veeam Backup Enterprise Manager

Veeam Backup Enterprise Manager is an optional component intended for distributed enterprise
environments with multiple backup servers. Veeam Backup Enterprise Manager federates Veeam
backup servers and offers a consolidated view of these servers through a web browser interface. You
can centrally control and manage all jobs through a single "pane of glass", edit and clone jobs,
monitor job state and get reporting data across all backup servers. Veeam Backup Enterprise Manager
also enables you to search for Windows guest OS files in all current and archived backups across your
backup infrastructure, and restore these files in one click.

Veeam Backup Enterprise Manager can be installed on a physical or virtual machine. You can deploy it
on the Veeam backup server or use a dedicated machine.

Veeam Backup Enterprise Manager uses the following services and components:

e Veeam Backup Enterprise Manager coordinates all operations of Veeam Backup Enterprise
Manager, aggregates data from multiple Veeam backup servers and provides control over
these servers.

e Veeam Enterprise Manager Enterprise SQL Database is used by Veeam Backup Enterprise
Manager for storing data. The database instance can be located on a SQL Server installed
either locally (on the same machine as Veeam Backup Enterprise Manager Server) or
remotely.

e Veeam Backup Catalog Service replicates and consolidates guest OS file system indexing
data from Veeam backup servers added to Veeam Backup Enterprise Manager. Index data is
stored in Veeam Backup Enterprise Manager Catalog (a folder on the Veeam Backup
Enterprise Manager Server) and is used to search for Windows guest OS files in backups
created by Veeam Backup & Replication.

Veeam Backup Search

In Veeam Backup & Replication, search for guest OS files in backups is performed with Veeam Backup
Enterprise Manager. However, if you frequently need to search through a great number of backups, it
is recommended to install Veeam Backup Search from the installation package on a machine running
Microsoft Search Server. Veeam Backup Search is an optional component in the backup infrastructure
that is used for the purpose of search performance optimization.

The Veeam Backup Search server runs the MOSS Integration Service that invokes updates of index
databases on Microsoft Search Server. The service also sends search queries to Microsoft Search Server
which processes them and returns necessary search results to Veeam Backup Enterprise Manager.

U-AIR Wizards

Universal Application—Item Recovery (U-AIR), enabled by the Veeam vPower technology, allows you
to recover individual items from any virtualized application. For such applications as Active Directory,
Microsoft SQL and Microsoft Exchange, U-AIR is a wizard—driven process (that is, you can recover
necessary items from applications using application—specific wizards). For other applications, U-AIR is
user—driven (that is, Veeam Backup & Replication starts the application and all components required
for its proper work in a virtual lab so that users can connect to that application and recover items
themselves). For details, see Virtual Lab.

U-AIR wizards are not tied to the installation — they are standalone components that can be
downloaded, installed and updated independent of the product release. You can install U-AIR wizards
on any machine in your production environment from which you plan to perform the restore process.
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Deployment Scenarios

Veeam Backup & Replication can be used in virtual environments of any size and complexity. The
architecture of the solution supports onsite and offsite data protection, operations across remote sites
and geographically dispersed locations. Veeam Backup & Replication provides flexible scalability and
easily adapts to the needs of your virtual environment.

Before installing Veeam Backup & Replication, it is strongly advised to familiarize yourself with
common deployment scenarios and carefully plan your backup infrastructure layout.

Simple Deployment

In a simple deployment scenario, one instance of Veeam Backup & Replication is installed on a
physical or virtual Windows—based machine. This installation is referred to as a Veeam backup server.
Simple deployment implies that the Veeam backup server fills three major roles:

e It functions as a management point, coordinates all jobs, controls their scheduling and
performs other administrative activities.

e Itacts as the default backup proxy for handling job processing and transferring backup traffic.
All s necessary for the backup proxy functionality are installed on the Veeam backup server
locally.

e Itisused as the default backup repository. By default, backup files are stored to the
C:\backup folder on the Veeam backup server.
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If you plan to back up and replicate only a small number of VMs or evaluate

Veeam Backup & Replication, this configuration is enough to get you started.

Veeam Backup & Replication is ready for use right out of the box — as soon as it is installed, you can
start using the solution to perform backup and replication operations. To balance the load of backing
up and replicating your VMs, you can schedule jobs at different times.

Note If you decide to use simple deployment scenario, it is recommended that you install
Veeam Backup & Replication on a VM, which will enable you to use the Virtual Appliance transport
mode, allowing for LAN—free data transfer. For details, see Transport Modes.

The drawback of a simple deployment scenario is that all data is handled and stored on the Veeam
backup server locally. For medium-size or large-scale environments, the capacity of a single Veeam
backup server may not be enough. To take the load off the Veeam backup server and balance it
throughout your backup infrastructure, we recommend that you use the advanced deployment
scenario. For details, see Advanced Deployment.
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Advanced Deployment

In large—scale virtual environments with a large number of jobs, the load on the Veeam Backup Server
is heavy. In this case, it is recommended to use the advanced deployment scenario which moves the
backup workload to dedicated backup proxies and backup repositories.

The essence of the advanced deployment is that the backup proxy takes off a part of Veeam backup
server activities (namely, it collects and processes data and moves backup traffic from source to
target). In addition, the Veeam backup server no longer acts as a storage location — the backup proxy
transports VM data to a dedicated backup repository which is the location for keeping backup files,
VM copies, metadata and so on. The Veeam backup server in this scenario functions as a "manager" for
deploying and maintaining backup proxies and repositories.
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To deploy a backup proxy and/or a backup repository, you should add a server to

Veeam Backup & Replication and assign a proxy and/or repository role to it.

Veeam Backup & Replication will automatically install light-weight components and services onto
these servers. A Backup proxy does not require a separate SQL database — all settings are stored
centrally, within the SQL database used by the Veeam backup server.

With the advanced deployment scenario, you can easily meet your current and future data protection
requirements. You can expand your backup infrastructure horizontally in a matter of minutes to match
the amount of data you want to process and available network throughput. Instead of growing the
number of backup servers or constantly tuning job scheduling, you can install multiple backup proxies
and repositories and distribute the backup workload among them. The installation process is fully
automated, which simplifies deployment and maintenance of the backup infrastructure in your virtual
environment.

In virtual environments with several proxies, Veeam Backup & Replication dynamically distributes
backup traffic among these proxies. A job can be explicitly mapped to a specific proxy. Alternatively,
you can let Veeam Backup & Replication choose the most suitable proxy. In this case,

Veeam Backup & Replication will check settings of available proxies and select the most appropriate
one for the job. The proxy server to be used should have access to the source and target hosts as well
as to the backup repository to which files will be written.
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The advanced deployment scenario can be a good choice for backing up and replicating offsite. You
can deploy a backup proxy in the production site and another one in the DR site, closer to the backup
repository. When a job is performed, backup proxies on both sides establish a stable connection, so
this architecture also allows for efficient transport of data over a slow network connection or WAN.

To regulate backup load, you can specify the maximum number of concurrent tasks per proxy and set
up throttling rules to limit proxy bandwidth. The maximum number of concurrent tasks can also be
specified for a backup repository in addition to the value of the combined ingestion rate for it.

Another advantage of the advanced deployment scenario is that it contributes to high availability —
jobs can migrate between proxies if one of them becomes overloaded or unavailable.

Distributed Deployment

The distributed deployment scenario is recommended for large geographically dispersed virtual
environments with multiple Veeam backup servers installed across different sites. These backup
servers are federated under Veeam Backup Enterprise Manager — an optional component that
provides centralized management and reporting for these servers through a web interface.
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Veeam Backup Enterprise Manager collects data from Veeam backup servers and enables you to run
backup and replication jobs across the entire backup infrastructure through a single "pane of glass”,
edit them and clone jobs using a single job as a template. It also provides reporting data for various
areas (for example, all jobs performed within the last 24 hours or 7 days, all VMs engaged in these jobs
and so on). Using indexing data consolidated on one server, Veeam Backup Enterprise Manager
provides advanced capabilities to search for guest OS files of Windows—based VM backups created on
all Veeam backup servers (even if they are stored in repositories on different sites), and recover them
in a single click. Search for guest OS files is enabled through Veeam Backup Enterprise Manager itself;
to streamline the search process, you can optionally deploy a Veeam Backup Search server in your
backup infrastructure.

With flexible delegation options and security roles, IT administrators can delegate the necessary file
restore or VM restore rights to authorized personnel in the organization - for example, allow database
administrators to restore Oracle or SQL server VMs.

If you use Veeam Backup Enterprise Manager in your backup infrastructure, you do not need to install
licenses on every Veeam backup server you deploy. Instead, you can install one license on the Veeam
Backup Enterprise Manager server and it will be applied to all servers across your backup
infrastructure. This approach simplifies tracking license usage and license updates across multiple
Veeam backup servers.

In addition, VMware administrators will benefit from Veeam plug-in for vSphere Web Client that can
be installed using Veeam Backup Enterprise Manager. They can analyze cumulative information on
used and available storage space view and statistics on processed VMs, review success, warning,
failure counts for all jobs, easily identify unprotected VMs and perform capacity planning for
repositories, all directly from vSphere.
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Resource Scheduling

With its built—in mechanism of resource scheduling, Veeam Backup & Replication is capable to
automatically select and use optimal resources to run configured jobs. Resource scheduling is
performed by the Veeam Backup Service running on the Veeam backup server. When a job starts, it
communicates with the service to inform it about the resources it needs. The service analyzes job
settings, parameters specified for backup infrastructure components, current load on the
components, and automatically allocates optimal resources to the job.

For resource scheduling, Veeam Backup Service uses a number of settings and features:

Network Traffic Throttling and Multithreaded Data Transfer

To limit the impact of Veeam Backup & Replication jobs on network performance, you can throttle
network traffic for jobs. Network traffic throttling prevents jobs from utilizing the entire bandwidth
available in your environment and makes sure that enough traffic is provided for other critical network
operations. It is especially recommended that you throttle network traffic if you perform offsite
backup or replicate VMs to a DR site over slow WAN links.

In Veeam Backup & Replication, network traffic throttling is implemented through rules that apply to
backup proxies, so you do not have to make any changes to your network infrastructure.

Network traffic throttling rules are enforced globally, at the level of the Veeam backup server. Every
throttling rule limits the maximum throughput of traffic going between two backup proxies (in case of
replication), between a backup proxy and a repository (in case of backup to a repository), or between
a backup proxy and a proxying Windows server (in case of backup to an SMB share).

Rules are set for a pair of IP address ranges (the range can include a single IP address) and are applied
to the source backup proxy and the target server (backup proxy, repository or proxying server)
between which data is transferred over the network.

When a new job starts, Veeam Backup & Replication checks network traffic throttling rules against the
pair of backup proxies assigned for the job — the backup proxy on the source side and the server
(backup proxy, backup repository or proxying server) on the target side. If the source and target IP
addresses fall into specified IP ranges, the rule will be applied. For example, if for a network traffic
throttling rule you specify 192.168.0.1 — 192.168.0.255 as the source range and 172.16.0.1 -
172.16.0.255 as the target range, and the backup proxy on the source side has IP address 192.168.0.12,
while the target backup proxy has IP address 172.16.0.31, the rule will be applied. The network traffic
going from source to target will be throttled.
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Note Throttling rules are reversible — they function in two directions. If the IP address of the server on the
source side falls into the target IP range, and the IP address of the server on the target side falls into the
source IP range, the rule will be applied in any case.

The Veeam backup server equally splits available bandwidth between all jobs that use backup proxies
to which a network throttling rule applies. For example, if you run one job that uses a pair of proxies to
which the rule applies, the job will get the entire bandwidth allowed by the rule. If you run two jobs at
a time, the allowed bandwidth will be equally split between them. As soon as one of the jobs
completes, the bandwidth assigned to it will be freed, and the remaining job will use the entire
bandwidth allowed by the rule.
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Throttling rules can be scheduled to only be active during specific time intervals (for example, during

business hours). This way, you will minimize the impact of job performance spikes on the production
network. Alternatively, you can select to apply throttling rules regardless of the time.

In addition to traffic throttling, Veeam Backup & Replication offers another possibility for network
traffic management — management of data transfer connections. Normally, within one backup
session Veeam Backup & Replication opens five parallel TCP/IP connections to transfer data from
source to target. Multithreaded data transfer increases the transfer speed but can place additional
load on the network. If required, you can disable multithreaded data transfer and limit the number of
connections per session to one.

Note Veeam Backup & Replication performs a CRC check for the TCP traffic going between the source and
the target. When you perform backup, replication or VM copy operations, Veeam Backup & Replication
calculates checksums for data blocks going from the source. On the target, it re-calculates checksums
for received data blocks and compares them to the checksums created on the source. If the CRC check
fails, Veeam Backup & Replication automatically re-sends data blocks without any impact on the job.
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Limiting the Number of Concurrent Tasks

To avoid overload of backup proxies and backup repositories, Veeam Backup & Replication allows you
to limit the number of concurrent tasks performed on a backup proxy or targeted at a backup
repository.

Before processing a new task, Veeam Backup & Replication detects what backup infrastructure
components (backup proxies and repositories) will be involved. When a new job starts,

Veeam Backup & Replication analyzes the list of VMs that the job includes, and creates a separate task
for each disk of every VM to be processed. With Veeam Backup & Replication 7.0, tasks in the job can
be processed in parallel (that is, VMs and VM disks within a single job can be processed
simultaneously), optimizing your backup infrastructure performance and increasing the efficiency of
resource usage.

Note To use this capability, proxy server(s) should meet system requirements — each task requires a single
CPU core, so for two tasks to be processed in parallel, 2 cores is the recommended minimum. Also,
parallel VM processing should be enabled in Veeam Backup & Replication options.

Task limiting is performed by the Veeam Backup Service that is aware of all backup proxies and
backup repositories connected to it, and settings specified for these backup proxies and repositories
(namely, the number of allowed concurrent tasks). When a job starts, it informs the Veeam Backup
service about its task list and polls the service about allocated resources to its tasks at a 10 second
interval after that. Before a new task targeted at a specific backup proxy or repository starts, the
Veeam Backup Service checks the current workload (the number of tasks currently working with the
proxy or repository) and the number of allowed tasks per this component. If this number is exceeded,
a new task will not start until one of the currently running tasks is finished.

Limiting Data Ingestion Rate for Backup Repositories

Veeam Backup & Replication can limit the data ingestion rate for backup repositories. The Veeam
Backup Service is aware of data ingestion settings configured for all repositories in the backup
infrastructure. When a job targeted at some backup repository is performed, the Veeam Backup
Service informs the Veeam transport service running on the repository about the allowed write speed
specified for this repository so that the Veeam transport service can limit the write speed to the
specified value.

If the repository is used by a number of jobs, the allowed write speed is equally split between all of
them.

Detecting Performance Bottlenecks

As any backup application handles a great amount of data, it is important to make sure the data flow
is efficient and all resources engaged in the backup process are optimally used.

Veeam Backup & Replication provides advanced statistics about the data flow efficiency and lets you
identify bottlenecks in the data transmission process.

Veeam Backup & Replication processes VM data in cycles. Every cycle includes a number of stages:
e Reading VM data blocks from the source
e Processing VM data on the backup proxy
e Transmitting data over the network
e  Writing data to the target

When one data processing cycle is over, the next cycle begins. VM data therefore goes over the “data
pipe”.
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To evaluate the data pipe efficiency, Veeam Backup & Replication analyzes performance of all
components in the data flow working as the cohesive system and evaluates key factors on the source
and target sides. In the data pipe, the following points, or components, are considered:

(1) Source — the source disk reader component responsible for retrieving data from the source
storage.

(2) Proxy — the backup proxy component responsible for processing VM data.

(3) Network — the network queue writer component responsible for getting processed VM data
from the backup proxy and sending it over the network to the backup repository or another
backup proxy.

(4) Target — the target disk writer component (backup storage or replica datastore).

The resource usage level for the four points is evaluated in percent. This percent rate defines the
amount of time for which components are busy during the job. An efficient data flow assumes that
there is no latency at any point of the data pipe and all its components work for approximately equal
amount of time.

If any of the components operates inefficiently, there may appear a bottleneck in the data path. The
insufficient component will work 100% of time while the others will be idling, waiting for data to be
transferred. As a result, the whole data flow will slow down to the level of the slowest point in the data
path and the overall time of data processing will increase.

To identify a bottleneck in the data path, Veeam Backup & Replication detects the component with
the maximum workload: that is, the component that works for the most time of the job. For example,
you use a low-speed storage device as the backup repository. Even if VM data is retrieved from SAN
storage on the source side and transmitted over a high-speed link, VM data flow will still be impaired
at the backup repository. The backup repository will be trying to consume transferred data at the rate
that exceeds its capacity and the other components will stay idle. As a result, the backup repository
will be working 100% of job time, while other components may be employed, for example, for 60%
only. In terms of Veeam Backup & Replication, such data path will be considered insufficient.

The bottleneck statistics for a job is displayed in the job session data. The bottleneck statistics does
not necessarily mean that you have a problem in your backup infrastructure; it simply informs you
about the weakest component in the data path. However, if you feel that the job performance is low,
you may try taking some measures to resolve the bottleneck. For instance, in the case described
above, you can limit the number of concurrent tasks for the backup repository.
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Backup

Unlike traditional backup tools designed to work with physical machines, Veeam Backup & Replication
is built specifically for virtual environments. It operates at the virtualization layer and uses an image—
based approach for VM backup. To retrieve VM data, no agent software needs to be installed inside
the guest OS. Instead, Veeam Backup & Replication leverages ESX snapshot capabilities. When a new
backup session starts, a snapshot is taken to create a cohesive point—in—time copy of a VM including
its configuration, OS, applications, associated data, system state and so on.

Veeam Backup & Replication uses this point—in—time copy to retrieve VM data. Image—based backups
can be used for different types of recovery, including full VM recovery, VM file recovery,Instant VM
Recovery, file-level recovery and other.

Use of the image—based approach allows Veeam Backup & Replication to overcome shortfalls and
limitations of traditional backup (such as, the necessity to provide guest OS credentials for every VM,
significant resource overhead on the VM and hypervisor during the backup process, management
overhead and so on). It also helps streamline recovery verification and the restore process — to
recover a single VM, there is no need to perform multiple restore operations.

Veeam Backup & Replication uses a cohesive VM image from the backup to restore a VM to the
required state without the necessity for manual reconfiguration and adjustment.

In Veeam Backup & Replication, backup is a job—driven process where one backup job can be used to
process one or more VMs. A job is a configuration unit of the backup activity. Essentially, the job
defines when, what, how and where to back up. It indicates what VMs should be processed, what
components should be used for retrieving and processing VM data, what backup options should be
enabled and where to save the resulting backup file. Jobs can be started manually by the user or
scheduled to run automatically.

The resulting backup file stores compressed and deduplicated VM data. All backup files created by the
job are located in a dedicated job folder on a backup repository. Veeam Backup & Replication creates
and maintains the following types of backup files:

e  Full backup (.vbk) to store copies of full VM images
e Backup increment (.vib or .vrb) to store incremental changes to VM images

e Backup metadata (.vbm) to provide information on the backup job, VMs in the backup,
number and structure of backup files, restore points, and so on. The metadata file facilitates
import of backups or mapping of backup jobs to existing backups.

To back up VMs, you can use one of two available methods: incremental backup or reversed
incremental backup. Regardless of the method you use, the first run of a job creates a full backup of
VM image. Subsequent job runs are incremental — Veeam Backup & Replication copies only those
data blocks that have changed since the last backup job run. To keep track of changed data blocks,
Veeam Backup & Replication uses different approaches, including VMware’s Changed Block Tracking
(CBT) technology.

Transport Modes

Efficiency of a backup job and time required for its completion in many respects depends on the
transport mode. Transport mode is a method that is used by the Veeam transport service to retrieve
VM data from the source host and write VM data to the target destination.

For data retrieval, Veeam Backup & Replication offers the following modes (starting from the most
efficient):

e Direct SAN Access
e  Virtual Appliance

e Network
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The Veeam transport service responsible for data retrieval runs on a backup proxy server.
Correspondingly, the transport mode can be defined in the settings of the backup proxy that performs
the job. When configuring backup proxy settings, you can manually select a transport mode or let
Veeam Backup & Replication select the most appropriate mode automatically. If you use automatic
mode selection, Veeam Backup & Replication will scan backup proxy configuration and its connection
to the VMware infrastructure to choose the optimal transport mode. If multiple transport modes are
available for the same proxy, Veeam Backup & Replication will choose the mode in the following
order: Direct SAN Access > Virtual Appliance > Network.

For writing data to the target destination, Veeam Backup & Replication normally uses the Network
mode. In some cases, such as VM replication or full VM recovery, Veeam Backup & Replication also
supports the Virtual Appliance mode. You cannot select the transport mode for writing data —
Veeam Backup & Replication selects it automatically, based on the backup proxy configuration.
Whenever possible, the Virtual Appliance mode is used.

For all transport modes, Veeam Backup & Replication leverages VMware vStorage APIs for Data
Protection (VADP). VADP can be used with VMware vSphere 4 and 5 (including ESX/ESXi), vCenter
Server 4, VMware Virtual Infrastructure (ESX/ESXi 3.5 and VirtualCenter 2.5). VADP is not supported for
ESX 3.0.

Applicability and efficiency of each transport mode primarily depends on the type of datastore used
by the source host (local or shared), and on the backup proxy server type (physical or virtual). The
table below shows recommendations for installing the backup proxy, depending on the storage type
and desired transport mode.

DT Direct SAN Access Virtual Appliance Network Mode
Storage Type

Install the backup proxy on a
physical server with direct FC

Fiber Channel (FC)
SAN

access to the SAN. Install the backup proxy
on aVMrunning on an Not recommended
. Install the backup proxy on a ESX(i) host connected to
iSCSI SAN . B .
physical or virtual server. the storage device.
NFS Storage Not supported
Install the backup proxy
Install backup proxieson  on one physical or virtual
2 R e b SIS el ] VMs in every ESX(i) host.  serverin the
environment.
Direct SAN Access

This mode is recommended if the ESX(i) host uses shared storage. The backup proxy leverages VADP
to retrieve VM data directly from FC or iSCSI storage in the Storage Area Network (SAN). To retrieve
data blocks from SAN LUN, the backup proxy uses metadata about the layout of VM disks on the SAN.
Since data blocks are not retrieved over the Local Area Network (LAN), this mode minimizes
disruptions to your production network during backup.
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The process of data retrieval in Direct SAN Access mode includes the following steps:

1. The backup proxy sends a request to the ESX(i) host to locate the necessary VM on the
datastore (1).

2. The host locates the VM and retrieves metadata about the layout of virtual disks on the SAN
(that is, physical addresses of data blocks) and sends this metadata to the backup proxy (2, 3,
4).

3. The backup proxy uses the metadata to copy data blocks directly from the SAN and sends
them to the target (5, 6).

Important! The backup proxy using Direct SAN Access mode must be connected directly into the SAN fabric. VM
processing will fail if a direct SAN connection is not configured or not available when the job starts.

Veeam Backup & Replication allows you to switch to the Network mode and retrieve VM data through
the ESX(i) host over the LAN if the SAN becomes inaccessible. This option is selected by default to
ensure that backup jobs can be completed in any case. However, it puts additional load on your
production network and thus may potentially affect performance if you are running backup and
replication jobs during business hours.

If you install Veeam Backup & Replication in a VM and plan to use the Direct SAN access mode, you
need to make sure that the Veeam backup server has direct access to the production storage. Refer to
this post on Veeam's blog for details on additional configuration of the Veeam backup server.

Virtual Appliance

This mode is recommended and can only be used if the backup proxy is deployed on a VM. The Virtual
Appliance mode uses the SCSI hot-add capability of ESX hosts to attach disks of the backed up VM to
the backup proxy VM (or to the helper VM, depending on vCenter version you are using). In this mode,
VM data is retrieved directly from storage through the ESX I/O stack, instead of going through the
network stack, which improves performance. Note that the ESX(i) host on which the backup proxy VM
resides must have access to the storage where disks of a backed up VM are located.

28 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3


http://www.veeam.com/blog/using-the-iscsi-initiator-within-veeam-backup-replication-in-a-vm.html

S
=

-« e -
server
l F Y i N
I T
|
= Vidware
o e e o [ o [ | v | e
VMware VMware \

Source ESxiil host Backup repository
E5xiil host with

avirtualbackup progy

Important! If you are using vCenter Server earlier than version 4.0, a helper vM named
VeeamBackupVMName(VCBHELPER) must also be created on the same ESX(i) host where the backup
proxy is running. For example, if your backup proxy server is named vbsrv01, the helper appliance

name must be vbsrv01(VCB-HELPER).
The helper VM is a blank dummy VM without virtual disks or OS installed. This VM is only used to

temporarily 'hot-add' disks of VMs that are being backed up.
To get a full list of requirements and limitations for the Virtual Appliance mode, see

http://www.veeam.com/KB1054.

Network Mode

This mode can be used with any infrastructure configuration. However, when an alternative transport
mode is applicable, the Network mode is not recommended because of the lowest data retrieval
speed. It is the only applicable mode when the backup proxy is a physical machine and the host uses
local storage. In this mode, data is retrieved via the ESX(i) host over the LAN using Network Block

Device protocol (NBD).
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The process of data retrieval in Network mode includes the following steps:

1. The backup proxy sends a request to the ESX(i) host to locate the necessary VM on the
datastore (1).

2. The host locates the VM, copies blocks of data and sends them to the backup proxy over the
LAN (2, 3 and 4).

3. The backup proxy sends the data to target (5).

The Network mode is not recommended because of low traffic throughput via the LAN (the copy of
the VM disk usually contains a lot of data). In order to take the load off the LAN,

Veeam Backup & Replication provides two alternative modes: Direct SAN Access and Virtual
Appliance.

Veeam Backup & Replication processes VM disks one by one or in parallel, depending on selected data
processing settings. If VM disks are located on different storages (for example, on the SAN and local
storage subsystem), Veeam Backup & Replication will use different transport modes to process VM
disks. In such scenario, it is strongly recommended that you select the Failover to network mode if
primary transport modes fail or are unavailable option when configuring the mode settings for the
necessary backup proxy.

Backup Architecture

The backup infrastructure in a VMware vSphere environment comprises the following components:
e One or more source hosts with associated datastores
e One or more backup proxy servers
e  One or more backup repositories

The source host and the repository produce two terminal points between which VM data is moved.
Backup data is collected, transformed and transferred with the help of Veeam transport services.
Veeam Backup & Replication uses two—service architecture — one Veeam transport service controls
interaction with the source host during data transfer and the other one controls interaction with the
backup repository. The Veeam transport services communicate with each other and maintain a stable
connection. All backup infrastructure components engaged in the job make up a data pipe. VM data is
moved over this data pipe block by block, so that processing of a single VM includes multiple
processing cycles.

When a new backup session is started, the target-side Veeam transport service obtains the job
instructions and communicates with the source-side Veeam transport service to begin data collection.

1. The source-side Veeam transport service copies VM data from the snapshot using one of
VMware transport modes, as prescribed by the backup proxy server settings. While copying,
the source—side Veeam transport service performs additional processing — it consolidates
the content of virtual disks by filtering out overlapping snapshot blocks, zero—data blocks and
blocks of swap files. During incremental job runs, the Veeam transport service retrieves only
those data blocks that have changed since the previous job run. Copied blocks of data are
compressed and moved from the source-side Veeam transport service to the target—side
transport service.

2. The target-side Veeam transport service deduplicates similar blocks of data and writes the
result to the backup file in the backup repository.

Veeam Backup & Replication supports a number of backup scenarios that depend on the type of
repository you use and its location. For details, see Backup Repository.

30 |Veeam Backup & Replication for VMware | USER GUIDE | REV 3



Onsite Backup

To back up to an onsite Windows or Linux repository, you need to deploy a backup proxy on a server
that has access to the source datastore, and point the backup job to this proxy. In this scenario, the
source-side Veeam transport service is started on the proxy server, and the target—side Veeam
transport service is started on the Windows or Linux repository server. Backup data is sent from the
backup proxy to the repository over LAN.
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To back up to an onsite SMB share, you need a Windows—based proxying server that has access to the
SMB share. This can be either the Veeam backup server or another Windows server added to the
Veeam Backup & Replication console.

You can use one Windows server as the backup proxy and proxying server for SMB. In this scenario,
Veeam Backup & Replication starts the source—side and target-side Veeam transport services on the
same server. Backup data is sent from the proxy to the target SMB share over LAN.
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Offsite Backup

The common requirement for offsite backup is that one Veeam Transport Service runs in the
production site (closer to the source datastore) and the other Veeam Transport Service runs in the
remote target site (closer to the repository). During backup, Veeam Transport Services maintain a
stable connection, which allows for uninterrupted operation over WAN or slow links.

To perform offsite backup to a Windows or Linux repository, you need to deploy a backup proxy in the
production site (closer to the source datastore). In this scenario, the source-side Veeam Transport
Service is started on the proxy server and the target-side Veeam Transport Service is started on the
Windows or Linux repository server. Backup data is sent from the proxy to the repository over WAN.
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To back up VMs to an offsite SMB share, you should deploy a backup proxy in the source site and an
additional Windows—based proxying server in the remote site. The SMB repository should be
configured to point to the target—side proxying server. During backup the source—side Veeam
Transport Service runs on the source proxy in the production site and the target-side Veeam
Transport Service runs on the target proxying server in the remote site. Backup data is transferred
between the backup proxy and the proxying server over WAN.
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Backup Methods

Veeam Backup & Replication provides two methods for creating regular backup files:
e Reversed incremental backup (recommended for disk-based backup)

e Forward incremental backup (recommended for disk-to-disk-to-tape and remote site
backups)

Additionally, it is possible to create periodic active full and synthetic full backups.

Note With Veeam Backup & Replication, you can easily switch between backup methods.
Veeam Backup & Replication will not transform the previously created chain. Instead, it will create a
new chain next to the existing one in the following manner:

e If you switch from the reversed incremental method to the forward incremental method,
Veeam Backup & Replication will create a set of incremental backups next to the reversed
incremental chain. The full backup in the reversed incremental chain will be used as a
starting point for produced increments.

e If you switch from the forward incremental method to the reversed incremental method,
Veeam Backup & Replication will first create a full backup next to the incremental backup
chain. At every new job cycle, Veeam Backup & Replication will transform this full backup
and add reversed incremental backups to the chain.

Reversed Incremental Backup

Reversed incremental backup implies that during the first run of a backup job a full backup of a VM is
created. VM data is copied block by block, compressed at an appropriate compression level, and
stored in a resulting full backup file (.vbk). All subsequent backups are incremental (that is,

Veeam Backup & Replication copies only those data blocks that have changed since the last job run).
During reverse incremental backup, Veeam Backup & Replication “injects” changes into the .vbk file to
rebuild it to the most recent state of the VM. It also creates a reversed incremental backup file (.vrb)
containing data blocks that are replaced when the full backup file is rebuilt. Therefore, the most recent
restore point is always a full backup, and it gets updated after every backup cycle.

Full backup

RFeversed incremental backups
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This backup method lets you perform forever-incremental backup and save disk space as you have to
store only one full backup on the backup repository. If the number of restore points allowed by the
retention policy is exceeded, Veeam Backup & Replication will simply delete the oldest reversed
increment. For details, see Retention Policy.

Reversed incremental backup enables you to immediately restore a VM to the most recent state
without extra processing, because the most recent restore point is a full backup file. If you need to
restore a VM to a particular point in time, Veeam Backup & Replication will apply the required .vrb files
to the .vbk file to get to the required restore point.
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Important!

Forward Incremental Backup

During the first run of a forward incremental backup, or simply incremental backup,

Veeam Backup & Replication creates a full backup file (.vbk). At subsequent backups, it only gets
changes that have taken place since the last performed backup (whether full or incremental) and
saves them as incremental backup files (.vib) next to the full backup.

Full backup
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Backup chain

Incremental backup is the best choice if company regulation and policies require you to regularly
move a created backup file to tape or a remote site. With incremental backup, you move only
incremental changes, not the full backup file, which takes less time and requires less tape. You can
initiate writing backups to tape or a remote site in Veeam Backup & Replication itself, by configuring
post-backup activities.

If you decide to use the forward incremental backup method, it is necessary to schedule the creation

of periodic active full or synthetic full backups. This will help you avoid long chains of increments,
ensure safety of backup data and allow you to meet the requirements of your retention policy. For
details, see Retention Policy.
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Active and Synthetic Full Backups

To let you get the most out of incremental backup, Veeam Backup & Replication enables you to create
active full backups and schedule creation of synthetic full backups on specific days.

Active Full Backup

In some cases, you need to regularly create a full backup. For example, your corporate backup policy
may require that you create a full backup on weekend and run incremental backup on work days. To
let you conform to these requirements, Veeam Backup & Replication offers the ability to periodically
perform active full backups.

The active full backup produces a full backup of a VM, just as if you run the backup job for the first
time. Veeam Backup & Replication retrieves data for the whole VM from the source, compresses and
deduplicates it and stores it to the full backup file — .vbk.

The active full backup resets the chain of increments: all subsequent increments use the latest active
full backup as a new starting point. A previously used full backup file remains on disk until it is
automatically deleted according to the backup retention policy.

Active
Full backup full backup

Incremental backups
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Backup chain
You can create active full backups manually or schedule a backup job to create active full backups
with a certain periodicity.

e To create an active full backup manually, use the Active Full command from the shortcut
menu of a corresponding backup job.

e To schedule active full backups, specify scheduling settings in the Advanced section of a
corresponding backup job. You can schedule active full backups to run weekly, for example,
every Saturday, or monthly, for example, every fourth Sunday of a month.
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Synthetic Full Backup

In some situations, running active full backups periodically may not be an option. Full backups are
very resource-intensive and consume considerable amount of network bandwidth. As an alternative,
you can create synthetic full backups.

In terms of data, the synthetic full backup is identical to a regular full backup. The synthetic full backup
is a .vbk file that contains data of the whole VM. The difference between these two backup types lies in
the way how VM data is retrieved:

e When you perform full backup, Veeam Backup & Replication retrieves VM data from the
source datastore (volume) where the VM resides, compresses and deduplicates it and writes it
to the .vbk file on the backup repository.

e When you perform synthetic full backup, Veeam Backup & Replication does not retrieve VM
data from the source datastore (volume). Instead, it “synthesizes” a full backup from data you
already have on the backup repository. Veeam Backup & Replication accesses the previous
full backup file and a chain of subsequent increments on the backup repository, consolidates
VM data from these files and writes consolidated data into a new full backup file. As a result,
the created synthetic full backup file contains the same data you would have if you created a
full backup in a regular manner.

Veeam Backup & Replication treats a synthetic full backup as a regular full backup. As well as any other
full backup, the synthetic full backup resets the chain of increments. All subsequent increments use
the created synthetic full backup as a new starting point. A previously used full backup file remains on
disk until it is automatically deleted according to the backup retention policy.

The synthetic full backup has a number of advantages:

e The synthetic full backup does not use network resources: it is created from backup files you
already have on disk.

e The synthetic full backup imposes less load on the production environment: it is created right
on the backup repository.

With Veeam Backup & Replication, you can schedule creation of synthetic full backups on specific
days.

For example, you can configure a backup job to perform daily forward incremental backups and
schedule synthetic fulls on Thursday. Veeam Backup & Replication will perform incremental backup
Sunday through Wednesday as usual. On Thursday it will perform a synthetic full backup in the
following way:

1. Veeam Backup & Replication will first perform incremental backup in the regular manner.

2. Atthe end of the backup job, the Veeam transport service on the backup repository will build
a new synthetic full backup from the backup files you already have on disk: the full backup
created on Sunday and a chain of increments, Monday through Wednesday plus the new
increment created on Thursday.

3. The Veeam transport service will delete the increment created on Thursday.

As a result, you will have a backup chain consisting of the full backup created on Sunday, three
increments created on Monday through Wednesday and a synthetic full backup created on Thursday.
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Every next run of the backup job will create an incremental backup starting from the synthetic full
backup until next Thursday. On the next Thursday, Veeam Backup & Replication will create a new
synthetic full backup.

Veeam Backup & Replication creates a synthetic full backup only once a day on which it is scheduled.
If you run the backup job again on Thursday, Veeam Backup & Replication will perform incremental
backup in the regular manner.

Transforming Incremental Backup Chains into Reversed Incremental Backup Chains

If you select to create synthetic full backups, you can additionally choose to transform a previous
forward incremental backup chain into a reversed incremental backup chain. In this case,

Veeam Backup & Replication will transform the latest backup chain consisting of the .vbk and .vib files
into reversed incremental backups - .vrb files.

The transform option lets you dramatically reduce the amount of space required to store backups.
Instead of two full backups — the regular full backup and the synthetic full backup — you will have
only one synthetic full backup on disk. Note, however, that the transform process takes more time
than simply creating a periodic synthetic full backup.

For example, you have configured a backup job to perform daily forward incremental backups and
scheduled synthetic fulls on Thursday. Additionally, you have selected to transform the incremental
backup chain into the reversed incremental backup sequence. The backup job starts on Sunday. In this
case, Veeam Backup & Replication will perform backup in the following way:

1. On Sunday, Veeam Backup & Replication will create a full backup; Monday through
Wednesday Veeam Backup & Replication will create incremental backups and add them to
the backup chain.

2. On Thursday, Veeam Backup & Replication will first create an incremental backup in the
regular manner and add it to the backup chain.

3. After that, Veeam Backup & Replication will transform the incremental backup chain into the
reversed incremental chain. As a result, you have a full backup “created” on Thursday and a
set of reversed increments Sunday through Wednesday.

4.  When you run the backup job next time, Veeam Backup & Replication will add a new
incremental backup to the chain; the synthetic full backup will be used as a starting point.
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Backup chain

Veeam Backup & Replication always transforms only the latest incremental backup chain. For example,
you have a backup chain that consists of one full backup file and set of increments. In the middle of
the chain, you create an active full backup. When you run a transformation task,

Veeam Backup & Replication will transform the most recent active full backup plus increments that
follow it. All backups that precede the active full backup will stay intact.

The transform process is accounted for as an active backup repository task. Make sure you properly
plan use of backup repository resources when you schedule backup jobs.

Retention Policy

Every successful run of a job creates a new restore point that lets you return your data to an earlier
point in time. When you define retention policy, you specify how many restore points you want to
keep and thus how ‘far’ you want to be able to roll back. Once the specified number is exceeded, the
earliest restore point will be automatically removed. So if the retention policy is set to three and you
already have three restore points, the fourth successful run of a job will delete the restore point
created at the first job run.

When the allowed number of restore points in the backup chain is exceeded,
Veeam Backup & Replication deletes the whole backup file, not separate VMs from it. To learn more,
see Removing Restore Points from the Backup Chain.

Veeam Backup & Replication handles restore points in different ways for incremental and reversed
incremental backups.

Retention for Reversed Incremental Backup

In case of reversed incremental backup, Veeam Backup & Replication immediately deletes the earliest
reverse increment as soon as it meets the retention policy. For example, if the retention policy is set to
three restore points, two latest reverse increments and a full backup will be retained.

Full backup

Irestorepoints

Ika
Sun Tue

Wed

IMan
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Retention for Incremental Backup

To be able to restore from a forward incremental backup, you need to have a full backup and a chain
of subsequent increments on disk. If you delete a full backup, the whole chain of increments will
become useless. In a similar manner, if you delete any increment before the restore point to which you
want to roll back, you won't be able to restore your data (since later increments depend on earlier
increments).

For this reason, if you select forward incremental backup, in some days there will be more restore
points on disk than specified by your retention policy. Veeam Backup & Replication will remove the
full backup chain only after the last increment in the chain meets your retention policy (which will
happen once the retention policy reaches the next full backup).

For example, the retention policy is set to three restore points. A full backup is performed on Sunday,
incremental backups are performed Monday through Saturday, and a synthetic full backup is
scheduled on Thursday. Although the policy is already breached on Wednesday, the full backup is not
deleted because without it the chain of increments would be useless, leaving you without any restore
point at all. Thus, Veeam Backup & Replication will wait for the next full backup and two increments to
be created, and only then delete the whole previous chain consisting of the full backup and
increment, which will happen on Saturday.

Jrestorepoints

Thu Fri Sat

Sun IMan Tue Wed

Retention Policy for Deleted VMs

In some situations, after configure and run backup jobs in Veeam Backup & Replication, you may want
to change something in your virtual environment or even in your backup strategy. For example, you
may remove some VMs from the virtual infrastructure or move them to some other location. You may
also exclude some VMs from jobs that have already been run for some time.

By default, when you remove a VM protected by Veeam Backup & Replication from the virtual
infrastructure or exclude it from a job, its backup files still remain on the backup repository. To avoid
keeping redundant data on disk, you can select to control retention policy for deleted VMs.
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The retention policy for deleted VMs is an option in the backup job settings. By default, this option is
disabled. To use this option, you need to select the Remove deleted VMs data from backup after
check box specify the desired period of time for which data for deleted VMs must be retained on the
backup repository.

With this option enabled, Veeam Backup & Replication will check the list of VMs included in the job
when a job starts. If a VM is no longer available, for example, it was deleted or moved to another
location, Veeam Backup & Replication will keep its data in the backup file for the specified period only.
As soon as the specified retention period is over, data of the deleted VM will be removed from backup
files on the backup repository.

Retention policy for deleted VMs is applied only to reversed incremental backup chains and forward
incremental backup chains for which synthetic full backups with subsequent transform is enabled.

Removing Restore Points from the Backup Chain

To keep up with the retention policy, Veeam Backup & Replication deletes the whole backup file, not
separate VMs from it. For this reason, in some situation a certain VM may have more restore points in
the backup chain than it is allowed by the retention policy settings. This can happen if a backup job
processes a number of VMs or VM containers and some VMs or containers fail to be processed in some
job sessions.

For example, a backup job processes two VMs: VM1 and VM2. According to the retention policy
settings, the backup chain must contain 7 restore points. The backup job has already had 7 job
sessions and VMs have been processed in the following way:

e VM1 has been successfully backed up 7 times and has 7 restore points

e VM2 has failed to be processed in two job sessions and therefore has 5 restore points
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Backup chain=7 restore points

When a new restore point is added to the chain, Veeam Backup & Replication will not remove the
earliest restore point because the number of restore points for VM2 has not reached 7. Instead,
Veeam Backup & Replication will wait for two more successful backup job sessions for VM2 and
remove the earliest restore point only after that.

Backup chain=7 restore points

Scheduling

When you create a job, you can simply start it manually whenever it is necessary. However, as the
number of backup and replication jobs increases, it may become hard to keep track of them.

Veeam Backup & Replication provides a number of job scheduling options which enables you to set
up automatic startup schedule for jobs, automatic retries for failed jobs, and a backup window to limit
the time when jobs are performed.

Automatic Startup Schedule

To perform a job on a regular basis, you can schedule it to start automatically. The Veeam Backup
Service running on the backup server continuously checks configuration settings of jobs and starts
them in accordance with their schedules.

Jobs can also be scheduled to run continuously, that is, in a non-stop manner. Technically, a job
running continuously is launched as soon as previous job processing is complete. With

Veeam Backup & Replication, you can run jobs continuously or with an interval as low as one minute
to implement near-continuous data protection (near-CDP) for the most critical applications and
workloads.

Note Even if you have scheduling set up for a job, you can still start it manually at any moment.

Automatic Job Retry

Veeam Backup & Replication can be configured to retry a job for a certain number of times if the initial
job pass fails. By default, Veeam Backup & Replication automatically retries a failed job for three times
within one job session. If necessary, however, you can change the number of retries in the job settings.
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Veeam Backup & Replication retries a job only if the previous job session has failed and one or several
VMs in the job has not been processed. Veeam Backup & Replication does not perform a retry if a job
session has finished with the Success or Warning status. During the job retry,

Veeam Backup & Replication processes only those VMs that have failed.

Veeam Backup & Replication creates only one backup file within one job session. That is, if a job
includes several VMs and some of them fail to be processed during the first job pass,

Veeam Backup & Replication will create a backup file containing data for those VMs that have been
successfully processed. At the job retry, Veeam Backup & Replication will attempt to process failed
VMs; in case of success, Veeam Backup & Replication will write data of the processed VMs to the
backup file that was created at the previous job pass.

In some situations, Veeam Backup & Replication may fail to process VMs during all job retries. In this
case, failed VMs will be processed within the next job session; its data will be written to the backup file
created within the current job session.

For example, you have configured a job for two VMs: VM1 and VM2. The job uses the forward
incremental method.

During the first job session, Veeam Backup & Replication has successfully processed VM1 only and
created a full backup file for it. VM2 has failed to be processed during all three job retries. In this case,
Veeam Backup & Replication will attempt to process the failed VM2 within the next job session. Data
for VM2 will be written to the backup file created within this job session, which will be an incremental
backup. As a result, at the end of the second backup job session you will have two files:

e  Full backup file containing a full restore point for VM1

e Incremental backup file containing a full restore point for VM2 and an incremental restore
point for VM1

Full backup (VEK) Incremental backup (V1B
Success,

full backup

Failed,

full backup

Success,

Jfull backup

Success,
Incremental backup

First job session, Second job session,
Sun IMan

Backup Window

To prevent a backup or replication job from overlapping with production hours and ensure it does not
provide unwanted overhead on your virtual environment, you can limit all jobs to a specific backup
window. A backup window is a period of time on week days when backup and replication jobs are
permitted to run. If the job exceeds the allowed window, it will be automatically terminated.
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Backup Content

When creating a backup, replication or copy job, you can select to process separate VMs or VM
containers.

Alongside with a general case of backing up a VM or VM container as a whole,
Veeam Backup & Replication allows you to determine the content of the created backup by including
or excluding specific VM disks and VM templates.

In some situations it may be necessary to back up only specific VM disks. For example, you may want
to back up only the system disk instead of creating a full backup which would take much more space
than you actually require. Veeam Backup & Replication provides the following options for disks
selection:

e Backup all VM disks (selected by default)
e Back up the 0:0 disks (which are commonly the system disks of VMs)
e  Back up custom disks at your discretion

Disk processing settings are specified granularly for every VM in the job.

When creating a job, you can select to include VM templates into the created backup. Backing up VM
templates warranties supplementary safety of your production environment, though demands
additional space. Veeam Backup & Replication allows you to include a VM template only in the full
backup and omit it in all subsequent increments.

While processing VM data, Veeam Backup & Replication consolidates the content of virtual disks to
present data in the same manner as it is seen by the guest OS. As part of this process,

Veeam Backup & Replication filters out overlapping blocks of snapshots, blocks of swap files and zero-
data blocks. To reduce the size of backups, Veeam Backup & Replication also excludes VM log files
from processing.

Changed Block Tracking

To perform incremental backup, Veeam Backup & Replication needs to know which data blocks have
changed since the previous job run.

For VMware VMs with hardware version 7 or later, Veeam Backup & Replication employs VMware
vSphere Changed Block Tracking (CBT) — a native VMware feature. Instead of scanning VMFS,

Veeam Backup & Replication queries CBT on vSphere through VADP and gets the list of blocks that
have changed since the last run of this particular job. Use of CBT increases the speed and efficiency of
block-level incremental backups. CBT is enabled by default; if necessary, you can disable it in the
settings of a specific backup job.

Full backup Incremental backup
| .
Changes
anly
Wi image Backup repository VI image Backup repository
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In some situations, Veeam Backup & Replication cannot leverage VMware vSphere CBT due to VMware
limitations. Whenever Veeam Backup & Replication cannot leverage VMware vSphere CBT (for
example, if your VMs run an earlier version of virtual hardware or CBT is disabled at the ESX host level),
it fails over to Veeam'’s proprietary filtering mechanism. Instead of tracking changed blocks of data,
Veeam Backup & Replication filters out unchanged data blocks. During backup,

Veeam Backup & Replication consolidates virtual disk content, scans through the VM image and
calculates a checksum for every data block. Checksums are stored as metadata to backup files next to
VM data. When incremental backup is run, Veeam Backup & Replication opens all backup files in the
chain of previous full and incremental backups, reads metadata from these files and compares it with
checksums calculated for a VM in its current state. If a match is found (which means the block already
exists in the backup), the corresponding block is filtered out.

Compression and Deduplication

To decrease traffic and disk space required for storing backup files, Veeam Backup & Replication
provides mechanisms of compression and deduplication.

Compression

Compression decreases the size of created backups but affects duration of the backup procedure.
With the new data compression algorithm used in 7.0, Veeam Backup & Replication allows you to
select one of the following compression levels:

¢ None compression level is recommended if you use storage devices with hardware
compression and deduplication tools to store created backups.

e Dedupe-friendly is an optimized compression level for very low CPU usage. It is
recommended if you want to decrease the proxy load.

e Optimal (default setting) is the recommended compression level providing the best ratio
between the size of the backup file and time of the backup procedure.

e High compression level provides additional 10% compression ratio over Optimal, but at the
cost of about 10x higher CPU usage.

e Extreme compression provides the smallest size of the backup file but reduces backup
performance. We recommend that you run backup proxies on computers with modern multi-
core CPUs (6 cores recommended) if you intend to use the extreme compression.

Note If you are upgrading to 7.0 from the previous version of Veeam Backup & Replication, consider that
compression level you have previously set for your jobs will be preserved (compression level named
Optimal in version 6.5 will appear as High in the user interface after the upgrade). However, all the
newly created jobs will have the new compression level in effect.
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Deduplication

You can apply deduplication when backing up multiple VMs that have similar data blocks (for
example, if VMs were created from the same template) or great amount of free space on their logical
disks. Veeam Backup & Replication does not store zero byte blocks or space that has been pre-
allocated but not used. With deduplication, identical blocks or blocks of free space are eliminated,
which decreases the size of the created backup file.

Depending on the type of storage you select as a backup target, Veeam Backup & Replication uses
data blocks of different size to process VMs, which optimizes the size of a backup file and job
performance. You can choose one of the following storage optimization options:

e The Local target (16 TB + backup size) option is recommended for backup jobs that can
produce very large full backup files — larger than 16 TB.
If you select to use data blocks of small size to dedupicate a large backup file, the backup file
will be cut into a great number of data blocks. As a result, Veeam Backup & Replication will
produce a very large deduplication metadata table which can potentially overgrow memory
and CPU resources of your backup repository. For backup files over 16 TB, it is recommended
to choose the Local target (16 TB + backup size) option. With this option selected, Veeam
Backup & Replication will use data blocks of 8 MB. Large data blocks produce a smaller
metadata table that requires less memory and CPU resources to process. Note, however, that
this storage optimization option will provide the lowest deduplication ratio and the largest
size of incremental backup files.

e The Local target option is recommended for backup to SAN, DAS or local storage. The SAN
identifies larger blocks of data (1024 KB) and therefore can process large amounts of data at a
time. This option provides the fastest backup job performance but reduces the deduplication
ratio, because with larger data blocks it is less likely to find identical blocks.

e The LAN target option is recommended for backup to NAS and onsite backup. It provides a
better deduplication ratio and reduces the size of a backup file because of reduced data block
sizes (512 KB).

e The WAN target option is recommended if you are planning to use WAN for offsite backup.
Veeam Backup & Replication will use small data blocks (256 KB), which will result in the
maximum deduplication ratio and the smallest size of backup files, allowing you to reduce
the amount of traffic over the WAN connection.

Note Changing the compression level and deduplication settings in an existing job will not have any effect
on previously created backup files. It will affect only those backups that will be created after you set
the new settings:

e New compression settings are applied at the next run of the job.
e New deduplication settings are applied only after a new active full backup is created.

Transaction Consistency

When you perform backup of a running VM, it is necessary to quiesce (or ‘freeze’) it to bring the file
system and application data to a consistent state suitable for backup. Backing up a VM without
quiescence produces a crash-consistent backup. Restoring a crash-consistent backup is essentially
equivalent to rebooting a server after a hard reset. In contrast to it, restoring transactionally consistent
backups (produced with VM data quiesced) ensures safety of data for applications running on VMs.

To create transactionally consistent backup images of VMware vSphere VMs,
Veeam Backup & Replication provides two options: application—aware image processing (utilizing
Windows VSS) and VMware Tools quiescence.
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Note When you select both options for a job at the same time, only the VSS option will be used for
processing VMs. However, if you choose both of these two options and additionally select the Ignore
application processing failures option for the job, Veeam Backup & Replication will attempt to
process VMs with VSS first and if it fails or is not available (for example, in case of Linux VMs) it will use
VMware Tools quiescence. This can be very useful when you have both Windows and Linux VMs in
one job, so all VMs will be processed in a transactionally consistent manner by using either VSS or
VMware Tools quiescence.

Application-Aware Image Processing

To create a transactionally consistent backup of a VM running VSS—aware applications (such as Active
Directory, Microsoft SQL, Microsoft Exchange, Sharepoint) without shutting them down,

Veeam Backup & Replication uses application-aware image processing. It is Veeam'’s proprietary
technology that ensures successful VM recovery, as well as proper recovery of all applications installed
on the VM without any data loss.

Veeam Backup & Replication does not deploy persistent agents inside VMs. Instead, it uses a runtime
coordination process on every VM that is started once the backup operation is launched, and removed
as soon as it is finished. This helps avoid agent-related drawbacks such as pre-installing,
troubleshooting and updating.

To trigger VSS freeze, Veeam Backup & Replication finds out if there is a VSS—aware application
running inside a VM. It then requests Microsoft VSS to create a consistent and reliable view of
application data prior to taking a VM snapshot. Windows VSS interfaces with VSS—aware applications
and Windows OS to quiesce all I/0 at a specific point in time. This way, it ensures that there are no
unfinished database transactions or incomplete application files during data copying operations.

Tip To find out which VSS—aware applications are installed on a VM, open the Windows command
prompt and run the following command:
vssadmin list writers
The command will bring up a list of all VSS writers installed and registered in the Microsoft VSS
framework.

As part of application—-aware image processing, Veeam Backup & Replication also applies application—
specific settings to prepare every application for VSS—aware restore at the next VM startup. And finally,
if backup is successful, it performs transaction logs pruning for specific applications.

Microsoft Windows VSS integration is supported for the following OSes:
e Microsoft Windows XP (32-bit only)
e Microsoft Windows 2003
e Microsoft Windows Vista
e Microsoft Windows 2008
e Microsoft Windows 2008 R2
e Microsoft Windows 7
e Microsoft Windows 8
e Microsoft Windows 2012

Backup and replication with application-aware image processing enabled requires that your guest OS
has VMware Tools and all the latest packs and patches installed.

Tip To learn more about Windows VSS and what it is used for, refer to the article VMware and Microsoft
VSS: What You Need to Know by Greg Shields.
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VMware Tools Quiescence

When taking snapshots of a running VM, VMware Tools will quiesce the VM file systems to ensure
integrity of on-disk data. For ESX versions prior to 4.1 (actually, 3.5 U2), this was achieved by using a
SYNC driver that held incoming I/0 and flushed all dirty data to disk. However, under heavy I/0 load,
this delay in I/0 could become too long. This could be an issue for highly-transactional applications
(Exchange Server, SQL Server, and others), because if writes from these applications get delayed for
too long, the applications may stop responding.

Since vSphere 4.1, for creating quiesced snapshots of the VM volumes, VMware Tools has supported
VSS application consistency. In order to use the VSS component of VMware Tools, the virtual machines
should have the following guest operating systems:

e  Windows Server 2003 32-bit/64-bit
e Windows Vista 32-bit/64-bit
e Windows 7 32-bit/64-bit
e  Windows Server 2008 32-bit/64-bit
e  Windows Server 2012
Also, consider that supported quiescence features differ depending on the guest OS:

e  For virtual machines running Windows Server 2003 as the guest OS, the VSS component uses
application VSS writers, making sure that the VSS snapshots are application-consistent.

e  For virtual machines running Windows Vista and Windows 7, the VSS component does not
use application writers and, as a result, the snapshots are file-system consistent.

e  For virtual machines running Windows Server 2008 or Windows Server 2012, the VSS
component may or may not use application writers, based on specific criteria (as defined in
the VMware referenced document below). Appropriately, the snapshots will be either file-
system or application-consistent.

For details, see VMware documentation: http://pubs.vmware.com/vsphere-
51/topic/com.vmware.vddk.pg.doc/vddkBkupVadp.9.6.html

The Enable VMware Tools quiescence job option enables freezing of the file system for proper
snapshot creation, using VMware VSS component. It can be accessed on the vSphere tab of the
Advanced Settings dialog after you click Advanced at the Storage step of the backup job wizard. By
default, this option is disabled.
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If you select the Enable VMware Tools quiescence option instead of the Application-aware image
processing, VSS will perform application-level VSS quiescence (for example, for the Windows 2008
VMs) without any application-specific steps required for VSS backup and VSS restore.

VMware Tools VSS does not support log truncation recommended for highly-transactional
applications like Exchange Server or SQL Server.

That is why Application-aware image processing is the recommended option to use for backup and
replication of Exchange Server, Active Directory and other VSS-aware applications. However, if for
some reason, you cannot leverage this feature, select Enable VMware Tools quiescence to place the
applications into a consistent state for the snapshot.

If you want to enable both features together at the same time within one job (in case of you need to
back up different OS, Windows/Linux), you should do the following:

1. Atthe Storage step of the job wizard, click Advanced and select Enable VMware Tools
quiescence on the vSphere tab.

2. Atthe Guest Processing step, select the Enable Application-aware image processing
check box:

48 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



Guest Processing
%I Chooge additional processing options available for Microsoft Windows guests,

Mame [#] Enable application-aware image processing

) . Quiesces applications using Microzoft WSS to ensure hranzactional conzistency, performs
Yirtual b achines tranzaction logs processing, and prepares application-specific Y55 restore procedure,

Storage [+] Enable guest file system indexing

Creates catalog of guest files to enable browsing, searching and 1-click restores of individual fles.
Ihdexing iz optional, and is nat required to perform instant file level recoveriss.

Schedule Guest 05 credentials

Summary Credentials: |\-’eeam [administratar account) v|| Add..

Manage accounts

Click Adwanced to custamize guest processing options for individual YWz,

| < Previous || Mext > || Firizh || Cancel |

3. When configuring advanced option for individual VM, select Ignore application processing
failures:

Applications | |ndexing

Applications
Application-aware processing lagic quissces applications using
ticrozoft W55, and configures them to perform required W55
restare steps during nest Yk baat.

O Require successful application processing
® Ignore application processing faillres

() Dizable application processing

Tranzaction logs

Logs pruning is supported for Microsoft Exchange and
ticrazaft SOL Server.

® Truncate logs on successhul backup only

) Trumcate logs immediately

() Do nat uncate logs

This combination of settings will enable VMware quiescence on all VMs that failed to use native
Windows VSS (probably, it would be Linux VMs). So, all VMs will be processed in a transactionally
consistent manner by using VSS or VMware Tools quiescence.

Note If you enable both Windows VSS and VMware Tools quiescence but do not select the Ignore
application processing failures option, then Windows VSS will only be used for processing VMs.
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Truncation of Transaction Logs

If you are performing backup or replication of database systems that use transaction logs (for
example, Microsoft Exchange or Microsoft SQL), you can select to truncate transaction logs after the
job so that they do not overflow the storage space. Veeam Backup & Replication provides advanced
options of transaction logs handling for different backup scenarios.

e You can choose to truncate transaction logs after any VM backup to save disk on storage.

e You can choose to truncate logs after successful VM backup only. With this option selected,
Veeam Backup & Replication will behave in the following way:

o,

« If the job fails, Veeam Backup & Replication will not truncate transaction logs. In
case a problem occurs and you need to recover the database to some pointin time
in the past in this scenario, you can apply the transaction logs to the database and
so get it to the necessary point in time.

« Ifthe job is successfully completed, Veeam Backup & Replication will truncate
transaction logs. In case a problem occurs and you need to recover the database to
some point in time in the past in this scenario, you can restore the database from
the successful backup, get transaction logs from this backup, apply them to a
restored database so get it to the necessary pointin time.

e You can choose not to truncate transaction logs at all. This option is recommended if you are
using another backup tool along with Veeam Backup & Replication to perform guest-level
backup and this tool maintains consistency of the database state. In this case, truncation of
logs with Veeam Backup & Replication will break the guest-level backup chain and cause it to
fall out of sync.

VeeamZIP

With Veeam Backup & Replication, you can quickly perform backup of one or several VMs with
VeeamZIP.

VeeamZIP is similar to full VM backup. The VeeamZIP job always produces a full backup file (.vbk) that
acts as an independent restore point. You can store the backup file to a backup repository, to a local
folder on the Veeam backup server or to a network share.

When you perform backup with VeeamZIP, you do not have to configure a backup job and schedule it.
Instead, you can start the backup process for selected VMs immediately. This type of backup requires
minimum settings — you should only select the backup destination, choose the necessary
compression level and enable or disable application-aware image processing if necessary.

The VeeamZIP job is not registered in the database used by Veeam Backup & Replication and the
backup file produced with it is not available under the Backups node in the Backup & Replication
view. To be able to restore data from such file, you will need to import it to Veeam Backup &
Replication. For import, you can simply double-click the necessary backup file on the machine where
Veeam Backup & Replication is installed.
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SureBackup Recovery Verification

To guarantee recoverability of your data, Veeam Backup & Replication offers the SureBackup
technology.

SureBackup is intended to automate and simplify the backup verification process — one of the most
crucial parts of data management and protection. SureBackup lets validate backups of your VMs
without impacting the production infrastructure. You can automatically verify every created restore
point of every VM and ensure that they will function as expected in case a disaster strikes.

Note SureBackup, or automatic recovery verification, is available in Enterprise and Enterprise Plus Editions of

Veeam Backup & Replication. If you use the Standard Edition, you can manually verify VM backups
with Instant VM Recovery. To learn more, see Manual Recovery Verification.

How It Works

SureBackup is Veeam'’s technology that lets you test a VM backup and ensure you will be able to
recover data from it. To validate a VM backup, Veeam Backup & Replication performs its “live”
verification: it automatically boots the VM from the backup in the isolated environment, performs
tests against it, then powers the VM off and creates a report on the VM backup state. You can verify a
VM from the latest backup or from any necessary restore point.

SureBackup recovery verification uses a regular image-based backup created with
Veeam Backup & Replication. The procedure of the VM verification is the following:

1. Veeam Backup & Replication leverages the vPower technology to publish a VM in the isolated
virtual environment. Veeam Backup & Replication runs VMs directly from backup files without
restoring them to the production datastore. To achieve this, Veeam Backup & Replication
utilizes the Veeam vPower NFS Service. This presents VM images on the backup storage as an
NFS datastore to an ESX(i) host so a VM backup is seen as a regular VM image.

2. Veeam Backup & Replication performs a number of tests against the verified VM.

3. IfaSureBackup job is configured to validate backup files, Veeam Backup & Replication
performs backup file validation for verified VMs and optionally for VMs in the application
group. Backup file validation is performed after all verification tests for all VMs in the
SureBackup job are completed.

4. When the recovery verification process is over, Veeam Backup & Replication unpublishes the
VM and creates a report on its state. The report is sent to the backup administrator by email.

ul
Vesam Backup
- - - [

ik e

jo

L
I
a
a

Backup repository

m Virtuallab with W backups

Esxlithost
with wirtual lab

51 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



During verification, a backed up VM image remains in read—only state. All changes that take place
when a VM is running are written to redo log files that are stored on a selected datastore in the
production environment. Once the recovery verification process is complete, the redo logs are
removed.

To perform VM verification, you need to create the following entities:

1. Application group. During recovery verification, the verified VM is not started alone: it is
started together with VMs on which it is dependent. Starting the verified VM in conjunction
with other VMs enables full functionality of applications running inside the VM and lets you
run these applications just like in the production environment.

2. Virtual lab. SureBackup leverages the virtual lab technology to verify a VM backup. The virtual
lab is the isolated virtual environment in which the verified VM and VMs from the application
group are started and tested.

3. SureBackup job. The SureBackup job is a task to run the recovery verification process. You can
run the SureBackup job manually or schedule it to run automatically according to some
schedule.

Veeam vPower NFS Service

The Veeam vPower NFS Service is a Windows service that runs on a Windows backup repository server
and enables it to act as an NFS server. vPower NFS allows Veeam Backup & Replication to mount a
compressed and deduplicated backup file as a reqular VMDK file directly to the ESX(i) host via NFS, so
ESX(i) hosts get transparent access to backed up VM images.

If you store backups on a Windows repository, it is highly recommended to enable the vPower NFS
Server on this repository. In this case, the vPower NFS Service will run on the managing Windows
server.

Besides Windows—based backup repository servers, Veeam vPower NFS Service can run on any
Windows server you choose, including the Veeam backup server itself. However, in this case
performance may be much lower, because instead of a direct connection between the ESX(i) host and
the backup repository, the connection will be split into two parts: ESX(i) host to NFS server and NFS
server to backup repository.

The vPower technology is used to enable the following features:
e  SureBackup: Recovery Verification
e Instant VM Recovery
e  Multi-OS File-Level Recovery

e Universal Application-Item Recovery (U-AIR)

52 |Veeam Backup & Replication for VMware | USER GUIDE | REV 3



vPower-Specific Settings

To be able to successfully connect an ESX(i) host to the NFS server, you should make sure that the
ESX(i) host has a proper network interface configuration and can access the server on which Veeam
vPower NFS Service is running.

When connecting to the NFS server, the ESX(i) host uses a VMkernel interface. That is why the ESX(i)
host you are using must have a VMkernel interface. Otherwise, vPower NFS mounting on ESX(i) host
will fail.

By default, VMkernel interfaces are not available for non—ESXi versions, so you will have to add them
on the ESX host to be able to connect to the NFS server.

e Ifthe NFS server and ESX host are located in the same subnet, the ESX host should have a
VMkernel interface in the same IP network as the NFS server.

e If the NFS server and ESX host are located in different subnets and use a router for network
access, in addition to creating a new VMkernel interface, you will have to manually specify
routing settings in the IP routing table on the ESX host.

Tip To check whether an ESX host can access the NFS server or not, you can use the vmkping utility on

the ESX host. The vmkping utility is similar to the ping tool; the only difference is that ICMP packets
are sent via the VMkernel interface rather than the console interface.

Recovery Verification Tests

To verify a VM started in the virtual lab, you can run Veeam'’s predefined tests or perform your own
tests against VMs. The predefined tests include the following ones:

1. Heartbeat test. As soon as the VM is started, Veeam Backup & Replication performs a
heartbeat test. It waits for a heartbeat signal from VMware Tools installed inside the VM to
determine that the guest OS inside the VM is running. If the signal comes regularly at specific
time intervals, the test is passed.

2. Ping test. During the ping test, Veeam Backup & Replication checks if the VM in the virtual lab
can respond to the ping requests. If VM responds to ping requests from the Veeam backup
server, the test is passed.

3. Application test. Veeam Backup & Replication waits for applications to start inside the VM
and runs a script that checks application-specific network ports. For example, to verify a
Domain Controller, Veeam Backup & Replication probes port 389 for a response. If the
response is received, the test is passed.

Beside these predefined tests, you can use custom scripts to verify the VM backup.

Note To run the heartbeat and ping tests, you must have VMware Tools installed inside the VM you start
from the backup. Otherwise these tests will be skipped; Veeam Backup & Replication will display a
warning in the SureBackup job session results.

Backup File Validation

In addition to recovery verification tests, Veeam Backup & Replication allows you to perform backup
file validation — a CRC check that runs for backup files of VMs verified by the SureBackup job. You can
also optionally validate backup files for VMs from the application group.

53 |Veeam Backup & Replication for VMware | USER GUIDE | REV 3



For validation of a backup file, Veeam Backup & Replication uses the checksum algorithm. When
Veeam Backup & Replication creates a backup file for a VM, it calculates a checksum for every data
block in the backup file and stores this data together with VM data. During the backup file validation
test, Veeam Backup & Replication de-compresses the backup file, re-calculates checksums for data
blocks in the uncompressed backup file and compares them with initial checksum values. If the results
match, the test is passed.

The backup file validation test is started after SureBackup recovery verification tests. As soon as
Veeam Backup & Replication completes all "live" verification tests for all VMs in the SureBackup job, it
powers off VMs in the virtual lab and starts the backup file validation test for these VMs and for VMs in
the application group (provided you have chosen to validate backup files for the application group).

The result of the backup file validation test impacts the state of the SureBackup job session. If the
validation tests are completed successfully but the backup validation is not passed, Veeam Backup &
Replication marks the SureBackup job session with the Warning or Error status.

WM status:

MName Heartbeat Script Verfication
%hne‘tware ¥m Skipped Dizabled Dizabled
| G exchn Pending Disabled Pending
{h fleserverd2 Skipped Disabled Pending
{3l fleserver01 Skipped Digabled Pending

exchl1 log:
Message
@‘u’l‘v‘l: exch01 {verfication, 4096 MB vRAM)
& 05: Microsoft Windows Server 2008 R2 (64-bit)
O Metwork adapter 1: MAC "00:50:56:89:7C:E7, type "vp', network WM Network”
Oﬂssigned roles: none
0 Maximum boaot time: 600 second(z)
Oﬂaplicaﬁon initialization: 120 sec
0 Heartbeat test: enabled
0 Ping test: enabled
OScn'pt tests: disabled, 0 tests
0 Backup file validation: enabled
(¥) Reconfiguring

Application Group

In most cases, a VM works not alone but in cooperation with other services and components. To verify
such VM, you first need to start all services and components on which the VM is dependent. To this
aim, Veeam Backup & Replication uses the notion of application group.

The application group creates the “surroundings” for the verified VM. The application group contains
one or several VMs on which the verified VM is dependent. These VMs run applications and services
that must be started to enable fully functional work of the verified VM. Typically, the application group
contains at least a domain controller, DNS server and DHCP server.
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Note

Tip

When you set up an application group, you specify a role of every VM, its boot priority and boot delay.
Additionally, you specify what tests must be performed for VMs in the application group.

When a SureBackup job is launched, Veeam Backup & Replication first starts in the virtual lab VMs from
the application group in the required order and performs necessary tests against them. This way,
Veeam Backup & Replication creates the necessary environment to start the verified VM. Only after all
VMs from the application group are started and tested, Veeam Backup & Replication starts the verified
VM in the virtual lab.

For example, if you want to verify a Microsoft Exchange Server, you need to test its functionality in
cooperation with other components: domain controller and DNS server. Subsequently, you must add
to the application group a virtualized domain controller and DNS server. When Veeam Backup &
Replication runs a SureBackup job, it will first start and verify the domain controller and DNS server in
the virtual lab to make verification of the Exchange Server possible.

All VMs added to the application group must belong to the same platform — VMware or Hyper-V.
Mixed application groups are not supported.

Virtual Lab

The virtual lab is an isolated virtual environment in which Veeam Backup & Replication verifies VMs. In
the virtual lab, Veeam Backup & Replication starts a verified VM and VMs from the application group.
The virtual lab is used not only for the SureBackup verification procedure, but also for U-AIR and On-
Demand Sandbox processing.

A virtual lab does not require provisioning of additional resources. You can deploy it on the existing
ESX(i) host in your virtual environment.

The virtual lab is fully fenced off from the production environment. The network configuration in the
virtual lab mirrors the network configuration of the production environment. For example, if verified
VMs are located in two logical networks in your production environment, the virtual lab will also have
two networks. The networks in the virtual lab will be mapped to corresponding production networks.
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You can optionally connect VMs to the same network in the virtual lab, even if corresponding VMs in
the production environment are connected to different networks.
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Note

VMs in isolated networks have the same IP addresses as in the production network. This lets VMs in
the virtual lab function just as if they would function in the production environment.

Proxy Appliance

To enable communication between the production environment and the isolated networks in the
virtual lab, Veeam Backup & Replication uses a proxy appliance. The proxy appliance is a Linux-based
auxiliary VM created on the ESX(i) host where the virtual lab is created. The proxy appliance VM is
assigned an IP address from the production network and placed to the dedicated virtual lab folder and
resource pool created on the ESX(i) host.
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The proxy appliance is connected to the production network and to the isolated network and so has
visibility of the production environment and the virtual lab. In essence, the proxy appliance acts as a
gateway between the two networks, routing requests from the production environment to VM
replicas in the virtual lab.

The proxy appliance connects to isolated networks using network adapters.

Veeam Backup & Replication adds to the proxy appliance one network adapter per each isolated
network. For example, if there are two networks in the virtual lab, Veeam Backup & Replication will
add two network adapters to the proxy appliance. The network adapter gets an IP address from the
isolated network. Typically, this IP address is the same as the IP address of the default gateway in the
corresponding production network.

The proxy appliance is an optional component. Technically, you can create a virtual lab without a
proxy appliance. However, in this case, you will not be able to perform automatic recovery verification
of VMs. VMs will be simply started from backups in the virtual lab; you will have to access them using
the VM console and perform necessary tests manually.

IP Masquerading

To let the traffic into the virtual lab, Veeam Backup & Replication uses masquerade IP addressing.

Every VM in the virtual lab has a masquerade IP address, along with the IP address from the
production network. The masquerade IP address resembles the IP address in the production network:
for example, if the IP address of a VM is 172.16.1.13, the masquerade IP address may be 172.18.1.13.
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The masquerade IP address can be thought of as an entry point to the VM in the virtual lab from the
production environment. When you want to access a specific VM in the virtual lab,
Veeam Backup & Replication addresses it by its masquerade IP address.
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The rules routing requests to VMs in the virtual lab are specified in the routing table on the server from
which you want to access VMs in the virtual lab. The routing table can be updated on the following
servers:

e Veeam backup server. Veeam Backup & Replication automatically creates the necessary
static route in the routing table on the Veeam backup server at the moment you launch a
SureBackup job and Veeam Backup & Replication starts the virtual lab.

e Client machine. If you want to provide your users with access to VMs in the virtual lab, you
need to manually update routing tables on their machines and add a new static route. See
also: Static IP Mapping.

The added static route destines the masquerade network traffic to the proxy appliance. The proxy
appliance here acts as a NAT device: it resolves the masquerade IP address, replaces it with “real” IP
address of a VM from the production network and then directs the request to the necessary VM in the
virtual lab. The static route is non-persistent: when you power off the virtual lab, the route is removed
from the routing table on the Veeam backup server or client machine.
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o Administrator: Command Prompt

Connection
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For example, when trying to access a VM with IP address 172.16.10.10 in the isolated network during
recovery verification, Veeam Backup & Replication sends a request to the masquerade IP address
172.18.10.10. According to the routing rule added to the IP routing table, all requests are first sent to
the next hop — the proxy appliance. The proxy appliance performs address translation, substitutes
the masquerade IP address with the IP address in the isolated network and forwards the request to the
necessary VM in the isolated network — in the given example, to 172.16.10.10.

Static IP Mapping

Sometimes it is necessary to provide many clients with access to a restored VM, which is especially the
case for user-directed application item-level recovery. For example, you may want to provide your
users with access to the Exchange Server started in the virtual lab using web—based access (like
Outlook Web Access). Technically, you may update the routing table on every client machine;
however, this will demand a lot of administrative effort.

For such situations, Veeam Backup & Replication enables you to get access to a VM in the virtual lab
directly from the production environment. To be able to access to a VM in the virtual lab, you should
reserve a static IP address in the pool of production IP addresses and map this IP address to the IP
address of a VM in the virtual lab.

The static IP address is assigned to the proxy appliance network adapter connected to the production
network. IP traffic directed to the specified static IP address is routed by the proxy appliance to the VM
powered on in the isolated network.

58 |Veeam Backup & Replication for VMware | USER GUIDE | REV 3



B0 B’

Metwork 192 1653.1x 192.168.1.10 192.162.1.20 172.16.10.1 Network 172.16.0.x
Virtual lab
wawitch
wNIC wNIC
Static mapping m m
IF inwvirtual lab: 192.168.1.20
IFin production:192.168.1.99
| prow
WHIE appliance
IF192.168.1.99
Froduction network
. wEwitch
192.168.1.10 192.182.1.20 172.16.10.1

Froduction IP
192.168.1.99

For example, for a VM with IP address 192.168.1.20 in the isolated network, you can reserve IP address
192.168.1.99 (a free IP address from the production network). As a result, you will be able to use IP
address 192.168.1.99 to access the VM in the virtual lab from the production side.

You can also register an alias record in the production DNS server for the reserved IP address. For
example, you can register backup.exchange.local as an alias for the IP address 192.168.1.99.
Virtual Lab Configuration
For SureBackup recovery verification, Veeam Backup & Replication offers two types of the virtual lab
configuration:

e Basic single-host virtual lab

e Advanced single-host virtual lab

Basic Single-Host Virtual Labs

The basic single-host virtual lab (formerly known as the virtual lab with basic networking
configuration) should be used if all VMs you want to verify, VMs from the application group and the
Veeam backup server are connected to the same network.

For the basic single-host virtual lab, Veeam Backup & Replication creates one virtual network that is
mapped to the corresponding production network. Additionally, Veeam Backup & Replication
automatically adds a number of new instances on the ESX(i) host where the virtual lab is created:

e A new resource pool
e Anew VM folder

e A new standard vSwitch
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The vSwitch is only used by the VMs started in the virtual lab: there is no routing outside the virtual lab
to other networks.
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Advanced Single-Host Virtual Labs

The advanced single-host virtual lab (formerly known as the virtual lab with advanced networking
configuration) should be used if VMs you want to verify and/or VMs from the application group are
connected to different networks.

In the advanced single-host virtual lab, Veeam Backup & Replication creates several virtual networks
for the virtual lab. The number of virtual networks corresponds to the number of production networks
to which verified VMs are connected. Networks in the virtual lab are mapped to corresponding
production networks.

Veeam Backup & Replication automatically adds a number of new VMware instances on the ESX(i) host
where the virtual lab is created:

e Anew resource pool
e Anew VM folder
e A new standard vSwitch

The vSwitch is only used by the VMs started in the virtual lab: there is no routing outside the virtual lab
to other networks.
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When you create an advanced single-host virtual lab, Veeam Backup & Replication configures basic
settings for networks that should be created in the virtual lab. You need to review these settings and
manually adjust them if needed.

Metwork 192.168.1x 192.168.1.10 152.168.1.20 17216122 17218133 Metwork 172 16,0

Virtual lab

vawitch
W W

e e

Frosy
appliance
Froduction netwaork
.  — v |
; : wawitch
Metwork 1921651 | 192162110 192.162.1.20 {AF26122 17216133 | Metwork 172 160

SureBackup Job

A SureBackup job is a task for VM backup recovery verification. The SureBackup job aggregates all
settings and policies of a recovery verification task, such as application group and virtual lab to be
used, VM backups that should be verified in the virtual lab and so on. The SureBackup job can be run
manually or scheduled to be performed automatically.

When a SureBackup job runs, Veeam Backup & Replication first creates an environment for VM
backups verification:

1. Veeam Backup & Replication starts the virtual lab.

2. Inthe virtual lab, it starts VMs from the application group in the required order. VMs from the
application group remain running until the verified VMs are booted from backups and tested.
If Veeam Backup & Replication does not find a valid restore point for any of VMs from the
application group, the SureBackup job will fail.

Once the virtual lab is ready, Veeam Backup & Replication starts verified VMs from the necessary
restore point, tests and verifies them one by one or, depending on the specified settings, creates
several streams and tests a number of VMs simultaneously. If Veeam Backup & Replication does not
find a valid restore point for any of verified VMs, verification of this VM fails, but the job continues to
run.

By default, you can start and test up to three VMs at the same time. You can also increase the number
of VMs to be started and tested simultaneously. Keep in mind that if these VMs are resource
demanding, performance of the SureBackup job as well as performance of the ESX(i) host holding the
virtual lab may decrease.

Once the verification process is complete, VMs from the application group are powered off.
Optionally, you can leave the VMs from the application group running to perform manual testing or
enable user-directed application item-level recovery.
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In some cases, the SureBackup job schedule may overlap the schedule of the backup job linked to it.
The backup file may be locked by the backup job and the SureBackup job will be unable to verify such
backup. In this situation, Veeam Backup & Replication will not start the SureBackup job until the
corresponding backup job is over.

To overcome the situation of job overlapping, you may chain the backup and SureBackup jobs or
define the timeout period for the SureBackup job. To learn more, see Specifying Job Schedule.

Note VMs from the application group and verified VMs must belong to the same platform — VMware or
Hyper-V. Mixed scenarios are not supported.

SureBackup Job Processing

The recovery verification process includes the following steps:

1. Getting virtual lab configuration. Veeam Backup & Replication gets information about
configuration of the virtual lab where verified VMs should be started.

2. Starting virtual lab routing engine. Veeam Backup & Replication starts a proxy appliance
used as a gateway to provide access to the virtual lab.

3. Publishing. Veeam Backup & Replication creates an NFS datastore with a VM backup and
registers it on the selected ESX server. Veeam Backup & Replication does not deploy the
whole VM from the backup file, it deploys VM configuration files only. Virtual disks are
deployed per force and per required data blocks.

4. Reconfiguring. Veeam Backup & Replication updates configuration files for VMs that should
be run in the isolated network.

5. Registering. Veeam Backup & Replication registers the verified VM on the selected ESX(i)
host.

6. Configuring DC. If a verified VM has the Domain Controller or Global Catalog role, the VM is
reconfigured.

7. Powering on. Veeam Backup & Replication powers on the verified VM in the isolated
network.

8. Heartbeat test. Veeam Backup & Replication checks whether the VMware Tools heartbeat
signal (green or yellow) is coming from the VM or not. If the VM has no VMware Tools, the test
will not be performed, and a notification will be written to the session details.

9. Running ping tests. Veeam Backup & Replication checks if the VM responds to the ping
requests or not. If the VM has no NICs and mapped networks for them and/or has no VMware
Tools installed, the ping test will not be performed, and a notification will be written to the
session details.

10. Application initialization. Veeam Backup & Replication waits for the applications installed in
the VM (for example, SQL Server, web server, mail server) to start. The application initialization
period is defined in the corresponding properties of the SureBackup job, and by default
equals to 120 sec. However, depending on the software installed in a VM, the application
initialization process may require more time than specified in the SureBackup job settings. If
applications installed in a VM are not initialized within the specified period of time, test
scripts can be completed with errors. If such an error situation occurs, you will need to
increase the Application initialization timeout value and start the job once again.
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11. Running test scripts. Veeam Backup & Replication runs scripts to test whether the
application installed in the VM is working correctly or not. If the VM has no VMware Tools
installed and/or there are no NICs and mapped networks for them,

Veeam Backup & Replication will skip tests that use variables %vm_ip% and %vm_fqdn% as
the IP address and fully qualified domain name of the VM cannot be determined. Test results
are written to the session details. To define whether the script has completed successfully or
not, Veeam Backup & Replication uses return codes. If the return code is equal to O, the script
is considered to complete successfully. Other values in the return code mean that the script
has failed.

12. Powering off. After all tests have been performed, Veeam Backup & Replication powers off
the verified VM.

13. Unregistering. Veeam Backup & Replication unregisters the verified VM on the selected
ESX(i) host.

14. Clearing redo logs. Veeam Backup & Replication deletes redo logs that were created to store
changes made to the VM while it was running from the backup file.

15. Unpublishing. Veeam Backup & Replication unpublishes the content of the backup file on
the ESX(i) host.

Stabilization Algorithm

To be able to perform tests for a verified VM without errors, Veeam Backup & Replication needs to
know that the VM is ready for testing. To determine this, Veeam Backup & Replication waits for the VM
to reach a "stabilization point": that is, waits for the VM to boot completely and report it is ready for
tests. After the stabilization point has been established, Veeam Backup & Replication can start
performing heartbeat tests, ping tests and running test scripts against the VM.

Veeam Backup & Replication establishes the stabilization point with the help of VMware parameters
that it gets from the VM. Depending on the VM configuration, it uses one of the three algorithms to do
that:

e Stabilization by IP. This algorithm is used if the VM has VMware Tools installed, there are
NICs and mapped networks for these NICs. In this case, Veeam Backup & Replication waits for
an IP address of the VM for mapped networks, which is sent by VMware Tools running in the
VM. The sent IP address should be valid and should not change for a specific period of time.

e Stabilization by heartbeat. This algorithm is used if the VM has VMware Tools installed but
there are no vNICs and mapped networks for them. In this case Veeam Backup & Replication
waits for a corresponding heartbeat signal (green or yellow) to come from the VM. As well as
in the first case, the signal is sent by VMware Tools running in the VM.

e Stabilization by Maximum allowed boot time. This algorithm is used if the VM has neither
VMware Tools installed, nor NICs and mapped networks for them. In this case,
Veeam Backup & Replication will simply wait for the time specified in the Maximum allowed
boot time field, which is considered to be a stabilization period for the VM. Once this time
interval is exceeded, Veeam Backup & Replication will consider that the VM is successfully
booted and is ready for testing.

The stabilization process cannot exceed the value specified in the Maximum allowed boot time field.
If the stabilization point cannot be determined within the Maximum allowed boot time, the recovery
verification process will be finished with the timeout error. For this reason, you should be careful when
specifying this value — typically, the VM started within the frames of a SureBackup job requires more
time to boot if compared to a regular VM startup. When such an error situation occurs, you will need
to increase the Maximum allowed boot time value and start the job again.

Once the stabilization point has been established, Veeam Backup & Replication runs ping, heartbeat
tests and performs test scripts against the verified VM.
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Manual Recovery Verification

Beside automatic recovery verification, you can also perform manual verification of VM backups.
Manual verification can be performed with all editions of Veeam Backup & Replication.

e To perform a VM boot test, you can go through the Instant VM Recovery wizard and power
the VM on without connecting it to the production network.

e To perform the application recovery test, you should first create an isolated network. After
that, you need to pass through the Instant VM Recovery wizard to restore a VM from the
backup. At the Network step of the wizard, you should connect the VM to the created
isolated network. The same procedure should be performed for all VMs that run applications
on which a verified VM is dependent, such as domain controller and DNS. All VMs must be
connected to the same isolated network and started in the correct order: for example, DNS >
domain controller > verified VM.

SureReplica Recovery Verification

To guarantee recoverability of your data, Veeam Backup & Replication complements the SureBackup
recovery verification technology with SureReplica.

SureReplica is in many respects similar to the SureBackup recovery verification. It lets you validate
your DR environment without impacting the production infrastructure: you can automatically verify
every created restore point of every VM replica and ensure that they are functioning as expected.

The SureReplica technology is not limited only to VM replica verification. Just like SureBackup, it
provides the following capabilities:

e SureReplica: automated VM replica verification

e On-Demand Sandbox: an isolated environment for testing VM replicas, training and
troubleshooting

e U-AIR: recovery of individual items from applications running on VM replicas

How It Works

SureReplica is Veeam’s technology that lets you test a VM replica for recoverability. To ensure that the
VM replica is functioning properly, Veeam Backup & Replication performs its “live” verification: it
automatically boots the VM replica to the necessary restore point in the isolated environment,
performs tests against it, powers the VM replica off and creates a report on the VM replica state.

The SureReplica technology does not require the vPower engine. A VM replica is essentially an exact
copy of a VM with a set of restore points. The VM replica data is stored in the raw uncompressed
format native to VMware. Therefore, to start a VM replica in the virtual lab, you do not need to
translate its data via the vPower NFS datastore to the ESX(i) host. Veeam Backup & Replication re-
configures the VM replica settings necessary for recovery verification, connects the VM replica to the
isolated virtual lab and powers it on.

As there is no need to publish the VM from the backup file, the SureReplica processing is typically
faster than SureBackup. Correspondingly, the U-AIR and On-Demand Sandbox operations are faster,
too.

The procedure of the VM replica verification is the following:

1. Veeam Backup & Replication triggers a VMware snapshot for a VM replica. The snapshot helps
protect the VM replica from changes when it is started and verified. All changes made to the
VM replica are written to delta files.

2. Veeam Backup & Replication starts the VM replica in the isolated virtual environment.
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3. Veeam Backup & Replication performs a number of tests against the verified VM replica.

4. When the verification process is over, Veeam Backup & Replication removes delta files of the
VM replica snapshot, powers off the VM replica and creates a report on its state. The report is
sent to the backup administrator by email.
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Note Veeam Backup & Replication verifies only VM replicas in the Normal state. If a VM replica is in the
Failover or Failback state, the verification process will fail.
When Veeam Backup & Replication verifies the VM replica, it puts the VM replica to the SureBackup
state. You cannot perform failback and failover operations for a VM replica in the SureBackup state
until the recovery verification or U-AIR process is over and the VM replica returns to the Normal state.

To perform VM replica verification, you need to create the following entities:

1. Application group. During recovery verification, the VM replica is not started alone: it is
started together with VMs on which the VM replica is dependent. Starting a VM replica in
conjunction with other VMs enables full functionality of applications running inside the VM
replica and lets you run these applications just like in the production environment.

2. Virtual lab. Just like SureBackup, SureReplica leverages the virtual lab technology to verify a
VM replica. The virtual lab is the isolated virtual environment in which the VM replica and VMs
from the application group are started and tested.

3. SureReplica job. The SureReplica job is a task to run the SureReplica verification process. You
can run the SureReplica job manually or schedule it to run automatically according to some
schedule.
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Recovery Verification Tests

To verify a VM replica started in the virtual lab, you can run Veeam'’s predefined tests or perform your
own tests against VMs. The predefined tests include the following ones:

e Heartbeat test. As soon as the VM replica is started, Veeam Backup & Replication performs a
heartbeat test. It waits for a heartbeat signal from VMware Tools installed inside the VM to
determine that the guest OS inside the VM replica is running. If the yellow and green signals
come, the test is passed; if the red signal comes, the test is failed.

e Ping test. Veeam Backup & Replication sends ping requests to the VM replica started in the
virtual lab. If VM replica can respond to ping requests from the Veeam backup server, the test
is passed.

e Application test. Veeam Backup & Replication waits for applications to start inside the VM
replica and runs a script that checks application-specific network ports. For example, to verify
a Domain Controller, Veeam Backup & Replication probes port 389 for a response. If the
response is received, the test is passed.

Beside these predefined tests, you can use custom scripts to verify the VM replica.
Note To run the heartbeat and ping tests, you must have VMware Tools installed inside the VM replica.

Otherwise these tests will be skipped; Veeam Backup & Replication will display a warning in the
SureReplica job session results.

Application Group

In most cases, a VM works not alone but in cooperation with other services and components. To verify
a replica of such VM, you first need to start all services and components on which the VM replica is
dependent. To this aim, Veeam Backup & Replication uses the notion of application group.

The application group creates the “surroundings” for the verified VM replica. The application group
contains one or several VMs on which the verified VM replica is dependent. These VMs run
applications and services that must be started to enable fully functional work of the verified VM
replica. Typically, the application group contains at least a domain controller, DNS server and DHCP
server.

When you set up an application group, you specify a role of every VM, its boot priority and boot delay.
Additionally, you specify what tests must be performed for VMs in the application group.

When a SureReplica job is launched, Veeam Backup & Replication first starts in the virtual lab VMs from
the application group in the required order and performs necessary tests against them. This way,
Veeam Backup & Replication creates the necessary environment to start the verified VM replica. Only
after all VMs from the application group are started and tested, Veeam Backup & Replication starts the
verified VM replica in the virtual lab.

For example, if you want to verify a Microsoft Exchange Server, you need to test its functionality in
cooperation with other components: domain controller and DNS server. Subsequently, you must add
to the application group a virtualized domain controller and DNS server. When

Veeam Backup & Replication runs a SureReplica job, it will first start and verify the domain controller
and DNS server in the virtual lab to make verification of the Exchange Server possible.

Note Veeam Backup & Replication supports mixed application groups. You can add to the same application
groups both VMs from backups and VMs from replicas. Keep in mind that all VMs from the application
group must belong to the same platform — VMware or Hyper-V, and must have at least one valid
restore point created by the time the SureReplica job starts.
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Virtual Lab

The virtual lab is an isolated virtual environment in which Veeam Backup & Replication verifies VM
replicas. In the virtual lab, Veeam Backup & Replication starts a verified VM replica and VMs from the
application group. The virtual lab is used not only for the SureReplica verification procedure, but also
for U-AIR and On-Demand Sandbox processing.

A virtual lab does not require provisioning of additional resources. Instead, you can deploy it using
existing resources in your virtual environment. For example, you can create a virtual lab on an ESX(i)
host in the DR site whose resources are typically under-utilized.

The virtual lab is fully fenced off from the production environment. The network configuration in the
virtual lab mirrors the network configuration of the production environment. For example, if verified
VM replicas are located in two logical networks in your production environment, the virtual lab will
also have two networks. The networks in the virtual lab will be mapped to corresponding production
networks.

VM replicas in isolated networks have with the same IP addresses as in the production network. This
lets VM replicas in the virtual lab function just as if they would function in the production
environment.

Note You can connect VMs that are connected to different networks in the production environment to the
same network in the isolated virtual lab.

Proxy Appliance

To enable communication between the production environment and the isolated network in the
virtual lab, Veeam Backup & Replication uses a proxy appliance. The proxy appliance is a Linux-based
auxiliary VM created on the ESX(i) host where the virtual lab is created. The proxy appliance VM is
assigned an IP address from the production network and placed to the virtual lab folder and resource
pool created on the ESX(i) host.

The proxy appliance is connected to the production network and to the isolated network and so has
visibility of the production environment and the virtual lab. In essence, the proxy appliance acts as a
gateway between the two networks, routing requests from the production environment to VM
replicas in the virtual lab.

The proxy appliance connects to isolated networks using vNIC adapters. Veeam Backup & Replication
adds to the proxy appliance one vNIC adapter per each isolated network. For example, if there are two
networks in the virtual lab, Veeam Backup & Replication will add two vNIC adapters to the proxy
appliance. The vNIC adapter gets an IP address from the isolated network. Typically, this IP address is
the same as the IP address of the default gateway in the corresponding production network.
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The proxy appliance is an optional component. Technically, you can create a virtual lab without a
proxy appliance. However, in this case, you will not be able to perform automatic recovery verification
of VM replicas. VM replicas will be simply started in the virtual lab; you will have to access them using
the VM console and perform necessary tests manually.

IP Masquerading

To let the traffic into the virtual lab, Veeam Backup & Replication uses masquerade IP addressing.

Every VM replica in the virtual lab has a masquerade IP address, along with the IP address from the
production network. The masquerade IP address resembles the IP address in the production network:
for example, if the IP address of a VM replica is 172.16.1.13, the masquerade IP address may be
172.18.1.13.

The masquerade IP address can be thought of as an entry point to the VM replica in the virtual lab
from the production environment. When you want to access a specific VM replica in the virtual lab,
Veeam Backup & Replication addresses it by its masquerade IP address.
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The rules routing requests to VMs in the virtual lab are specified in the routing table on the server from
which you want to access VMs in the virtual lab. The routing table can be updated on the following

servers:

Veeam backup server. Veeam Backup & Replication automatically creates the necessary
static route in the routing table on the Veeam backup server at the moment you launch a
SureReplica job and Veeam Backup & Replication starts the virtual lab.

Client machine. If you want to provide your users with access to VM replicas in the virtual lab,
you need to manually update routing tables on their machines and add to them a new static
route. See also: Static IP Mapping.

The added static route destines the masquerade network traffic to the proxy appliance. The proxy
appliance here acts as a NAT device: it resolves the masquerade IP address, replaces it with “real” IP
address of a VM from the production network and then directs the request to the necessary VM in the
virtual lab. The static route is non-persistent: when you power off the virtual lab, the route is removed
from the routing table on the Veeam backup server or the client machine.
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o Administrator: Command Prompt

For example, when trying to access a VM with IP address 172.16.10.10 in the isolated network during
recovery verification, Veeam Backup & Replication sends a request to the masquerade IP address
172.18.10.10. According to the routing rule added to the IP routing table, all requests are first sent to
the next hop — the proxy appliance. The proxy appliance performs address translation, substitutes
the masquerade IP address with the IP address in the isolated network and forwards the request to the
necessary VM in the isolated network — in the given example, to 172.16.10.10.

Static IP Mapping

Sometimes it is necessary to provide many clients with access to a restored VM, which is especially the
case for user—directed application item-level recovery. For example, you may want to provide your
users with access to the Exchange Server replica using web-based access (like Outlook Web Access).
Technically, you may update the routing table on every client machine; however, this will demand a
lot of administrative work.

For such situations, Veeam Backup & Replication enables you to get access to a VM replica in the
virtual lab directly from the production environment. To be able to access to a VM replica in the virtual
lab, you should reserve a static IP address in the pool of production IP addresses and map this IP
address to the IP address of a VM replica in the virtual lab.

The static IP address is assigned to the proxy appliance vNIC connected to the production network. IP
traffic directed to the specified static IP address is routed by the proxy appliance to the VM powered
onin the isolated network.
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For example, for a VM replica with IP address 192.168.1.20 in the isolated network, you can reserve IP
address 192.168.1.99 (a free IP address from the production network). As a result, you will be able to
use IP address 192.168.1.99 to access the VM replica in the virtual lab from the production side.

You should also register an alias record in the production DNS server for the reserved IP address. For
example, you can register backup.exchange.local as an alias for the IP address 192.168.1.99.
Virtual Lab Configuration
For SureReplica recovery verification, Veeam Backup & Replication offers three types of the virtual lab
configuration:

e Basic single-host virtual lab

e Advanced single-host virtual lab

e Advanced multi-host virtual lab
See also:

Limitations of Single-Host Virtual Labs
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Basic Single-Host Virtual Labs

The basic single-host virtual lab configuration (formerly known as basic networking mode) should be
used if your DR site is configured in the following way:
e All VM replicas you want to verify are located on the same ESX(i) host.

e All VM replicas you want to verify are connected to the same network.

Important! For this configuration type, the virtual lab must be created on the same ESX(i) host where VMs
replicas are located. If you create the virtual lab on some other ESX(i) host, the SureReplica job will fail.
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For the basic single-host virtual lab, Veeam Backup & Replication creates one virtual network that is
mapped to the corresponding production network. Additionally, Veeam Backup & Replication
automatically adds a number of new VMware instances on the ESX(i) host where the virtual lab is
created:

e A new resource pool
e Anew VM folder
e A new standard vSwitch

The vSwitch is only used by the VMs started in the virtual lab: there is no routing outside the virtual lab
to other networks.

Veeam Backup & Replication automatically configures all settings for the basic single-host virtual lab.
The proxy appliance is also created and configured automatically and placed to the virtual lab folder
and resource pool created on the ESX(i) host.
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Advanced Single-Host Virtual Labs
The advanced single-host virtual lab configuration (formerly known as advanced networking mode)
should be used if your virtual environment is configured in the following way:

e All VM replicas you want to verify are located on the same ESX(i) host.

e VM replicas you want to verify are connected to different networks.

Important! For this configuration type, the virtual lab must be created on the same ESX(i) host where VMs
replicas are located. If you create the virtual lab on some other ESX(i) host, the SureReplica job will fail.

In the advanced single-host virtual lab, Veeam Backup & Replication creates several virtual networks.
The number of virtual networks corresponds to the number of production networks to which verified
VM replicas are connected. Networks in the virtual lab are mapped to corresponding production

networks.
m m
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Veeam Backup & Replication automatically adds a number of new VMware instances on the ESX(i) host
where the virtual lab is created:

e Anew resource pool
e Anew VM folder
e A new standard vSwitch

The vSwitch is only used by the VMs started in the virtual lab: there is no routing outside the virtual lab
to other networks.

When you create an advanced single-host virtual lab, Veeam Backup & Replication configures basic
settings for networks that should be created in the virtual lab. You need to review these settings and
manually adjust them if needed.

73 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



Limitations of Single-Host Virtual Labs

In case VM replicas are located on different hosts, you cannot use the single-host virtual lab
configuration (either basic or advanced). A single-host virtual lab, either basic or advanced, uses
standard vSwitches (vSS) that have specific configuration limitations.

When you create or edit a virtual lab, Veeam Backup & Replication creates a new port group for each
isolated network in the virtual lab. All VMs from the isolated network are added to this port group.
Such configuration helps differentiate the traffic passing through the vSS to the isolated network in
the virtual lab.

However, the vSS has a specific restriction: it is “limited” to a certain ESX(i) host. A vSS is configured on
a specific ESX(i) host. The configuration of the vSS, such as information about port groups, resides on
the ESX(i) host where it is configured. Other ESX(i) hosts in the virtual environment do not have access
to this information.

Verified replicas Verified replicas
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Therefore, the single-host configuration can only be used if all VM replicas are registered on the same
ESX(i) host. If you start VM replicas registered on different ESX(i) hosts in the single-host virtual lab,
VMs from different port groups will not be able to “see” each other and communicate with each other.

Advanced Multi-Host Virtual Labs

The advanced multi-host virtual lab configuration of virtual lab configuration should be used if your
DR site is configured in the following way:

e AllVM replicas you want to verify are located on the different ESX(i) hosts

e VM replicas you want to verify are connected to one or several networks

Important! DVS is limited to one datacenter. For this reason, all verified VM replicas and VM replicas from the
application group that you plan to start in the virtual lab must belong to the same datacenter. If VM
replicas belong to different datacenters, you will be able to start them in the virtual lab but Veeam
Backup & Replication will not be able to automatically verify them with SureBackup.

To verify VM replicas registered on different ESX(i) hosts, you should use the advanced multi-host
configuration of the virtual lab. The advanced multi-host virtual lab leverages the VMware Distributed
vSwitch (DVS) technology. To learn more, see http://www.vmware.com/products/datacenter-
virtualization/vsphere/distributed-switch.html.

74 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3


http://www.vmware.com/products/datacenter-virtualization/vsphere/distributed-switch.html
http://www.vmware.com/products/datacenter-virtualization/vsphere/distributed-switch.html

Cristributed
vawitch

—xIn

-
-

- - - - -

ES®iil host ES¥{i} host

When you configure an advanced multi-host virtual lab, you should select an ESX(i) host on which the
proxy server will be created and a DVS on which Veeam Backup & Replication will create isolated
network(s). Veeam Backup & Replication does not offer an option to automatically configure the DVS.
The DVS you plan to use must be pre-configured in your virtual environment.

With Veeam Backup & Replication, you can optionally connect VMs from different production
networks to one network in the isolated virtual lab. In this case, all VM replicas in the virtual lab will be
started in the same network.

Isolated Networks on DVS

For every isolated network in the virtual lab, Veeam Backup & Replication add a new DVS port group
to the DVS. The added DVS port group is named after the isolated network.

The DVS port groups created on the DVS must be isolated from the production environment. To
isolate port groups, you can use one of the following methods:

1. Connect DVS uplinks to an isolated network. You can link the DVS you plan to use for
recovery verification to an external isolated network using uplink adapters. Note that these
network configurations must be performed manually by the backup administrator.

Distributed
vawitch Isolatead
—xI T + netwark

v [ [ v fwm | v [ [ fwm |

ESxii} host E5Xii) host

75 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



2. Use VLAN tagging. This method can be used only if your router supports VLAN ID tagging.
When specifying settings for isolated networks in Veeam Backup & Replication, you can
define different VLAN IDs for different isolated networks. Setting VLAN IDs restricts
communication of VM replicas in the isolated network with the production environment.

Production netwark: |VM Mebwark

lsolated network:  |Vittual Lab 2 VM Netwark

YLAM 1D EE

|| Cancel |

Important! If the router does not support VLAN ID tagging or the virtual lab has been incorrectly configured, VM
replicas will be started in the virtual lab but Veeam Backup & Replication will not be able to
automatically verify them with SureBackup.

Port Groups and VLAN IDs

When you configure the advanced multi-host virtual lab, you need to be extremely careful when
specifying the port group and VLAN ID settings.

Port Groups in Advanced Multi-Host Virtual Labs

For the advanced multi-host virtual lab, Veeam Backup & Replication uses an existing DVS that was
configured by the backup administrator beforehand. On the DVS, Veeam Backup & Replication creates
a number of new port groups, one per isolated network created in the virtual lab.

When Veeam Backup & Replication creates a new port group, it performs a check of the DVS selected
for the virtual lab:

e Ifa port group with the specified name already exists, Veeam Backup & Replication starts
using it for the virtual lab. However, in this case, Veeam Backup & Replication will not be the
owner of this port group.

e Ifaport group with the specified name does not exist, Veeam Backup & Replication creates it
and becomes the owner of the created port group.

When a virtual lab is removed, Veeam Backup & Replication checks the ownership of the port group:

e If Veeam Backup & Replication is not the owner of the port group, the port group remains on
the DVS; Veeam Backup & Replication simply stops using it.

e |f Veeam Backup & Replication is the owner of the port group, it removes this port group from
the DVS.

Several virtual labs can use the same port group. For this reason, you should be extremely careful
when removing virtual labs. If Veeam Backup & Replication is the owner of the virtual lab and the port
group is removed, other virtual labs using the removed port group may fail to start.

VLAN IDs in Advanced Multi-Host Virtual Labs

A DVS port group has VLAN ID settings. In case you select an existing port group to be used for the
virtual lab, you should specify its VLAN ID in the virtual lab settings.

e If VLAN ID settings are specified correctly, Veeam Backup & Replication will be able to
configure the virtual lab and verify VM replicas in it.

e If VLAN ID settings are specified not correctly, Veeam Backup & Replication will report an error
informing that the selected port group exists but cannot be used due to incorrect VLAN ID

settings.
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Note

SureReplica Job

A SureReplica job is a task for VM replica recovery verification. It aggregates all settings and policies of
a recovery verification task, such as application group and virtual lab to be used, VM replicas that
should be verified in the virtual lab and so on. The SureReplica job can be run manually or scheduled
to be performed automatically.

When a SureReplica job runs, Veeam Backup & Replication first creates an environment for VM replica
verification:

1. Veeam Backup & Replication starts the virtual lab.

2. Inthe virtual lab, it starts VMs from the application group in the required order. VMs from the
application group remain running until the verified VM replicas are booted and tested. If
Veeam Backup & Replication does not find a successful VM replica or backup for any of VMs
from the application group, the SureReplica job will fail.

Once the virtual lab is ready, Veeam Backup & Replication starts the VM replicas to the necessary
restore point, tests and verifies them one by one or, depending on the specified settings, creates
several streams and tests a number of VM replicas simultaneously. If Veeam Backup & Replication does
not find a successful restore point for any of verified VM replicas, verification of this VM replica fails,
but the job continues to run.

By default, you can start and test up to three VM replicas at the same time. You can also increase the
number of VMs to be started and tested simultaneously. Keep in mind that if these VMs are resource
demanding, performance of the SureReplica job may decrease.

Once the verification process is complete, VMs from the application group are powered off.
Optionally, you can leave the VMs from the application group running to perform manual testing or
enable user-directed application item-level recovery.

In some cases, the SureReplica job schedule may overlap the schedule of the replication job linked to
it. The VM replica files may be locked by the replication job and the SureReplica will be unable to verify
such replica. In this situation, Veeam Backup & Replication will not start the SureReplica job until the
replication job is over.

To overcome the situation of job overlapping, you may chain the replication and SureReplica jobs or
define the timeout period for the SureReplica job. To learn more, see Specifying Job Schedule.

You can mix backups and replicas in the recovery verification job. For example, the application group
may contain VMs that will be started from backup files and the job linked to the recovery verification
job may be a replication job. Veeam Backup & Replication supports any type of a mixed scenario.
Note that VM backups and VM replicas must belong to the same platform — VMware or Hyper-V.
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SureReplica Job Processing

The recovery verification process for VM replicas includes the following steps:

1.

10.

11.

12.

13.

Getting virtual lab configuration. Veeam Backup & Replication gets information about
configuration of the virtual lab where verified VM replicas should be started.

Starting virtual lab routing engine. Veeam Backup & Replication starts a proxy appliance
that is used as a gateway providing access to VM replicas the virtual lab.

Publishing. Veeam Backup & Replication triggers a protective VMware snapshot for the
verified VM replica.

Reconfiguring. Veeam Backup & Replication updates configuration files to connect the VM
replica to the isolated network in the virtual lab.

Configuring DC. If a verified VM has the Domain Controller or Global Catalog role, the VM is
reconfigured.

Powering on. Veeam Backup & Replication powers on the verified VM replica in the isolated
network.

Heartbeat test. Veeam Backup & Replication checks whether the VMware Tools heartbeat
signal (green or yellow) is coming from the VM replica or not. If the VM replica has no VMware
Tools, the test will not be performed and a notification will be written to the session details.

Running ping tests. Veeam Backup & Replication checks if the VM replica responds to the
ping requests or not. If the VM replica has no NICs and mapped networks for them and/or has
no VMware Tools installed, the ping test will not be performed and a notification will be
written to the session details.

Application initialization. Veeam Backup & Replication waits for the applications installed in
the VM (for example, SQL Server, web server, mail server) to start. The application initialization
period is defined in the corresponding properties of the recovery verification job and by
default is equal to 120 sec. However, depending on the software installed in a VM, the
application initialization process may require more time than specified in the recovery
verification job settings. If applications installed in a VM are not initialized within the specified
period of time, test scripts can be completed with errors. If such error situation occurs, you
will need to increase the Application initialization timeout value and start the job once
again.

Running test scripts. Veeam Backup & Replication runs scripts to test whether the
application installed in the VM replica is working correctly or not. If the VM replica has no
VMware Tools installed and/or there are no NICs and mapped networks for them,

Veeam Backup & Replication will skip tests that use variables %vm_ip% and %vm_fqdn%, as
the IP address of the VM cannot be determined. Test results are written to the session details.
To define whether the script has completed successfully or not, Veeam Backup & Replication
uses return codes. If the return code is equal to 0, the script is considered to complete
successfully. Other values in the return code mean that the script has failed.

Powering off. After all tests have been performed, Veeam Backup & Replication powers off
the verified VM replica.

Unpublishing. Veeam Backup & Replication deletes the protective VMware snapshot and
rollbacks all changes made to the VM replica while it was running in the virtual lab.

Stopping virtual lab engine. Veeam Backup & Replication powers off the proxy appliance in
the virtual lab.
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Stabilization Algorithm

To be able to perform tests for a verified VM replica without errors, Veeam Backup & Replication needs
to know that the VM replica is ready for testing. To determine this, Veeam Backup & Replication waits
for the VM replica to reach a "stabilization point": the VM replica has been booted and reports it is
ready for tests. After the stabilization point has been established, Veeam Backup & Replication can
start heartbeat tests, ping tests and test scripts against the VM replica.

Veeam Backup & Replication establishes the stabilization point with the help of VMware parameters
that it gets from the VM replica. Depending on the VM replica configuration, it uses one of the three
algorithms to do that:

e Stabilization by IP. This algorithm is used if the VM replica has VMware Tools installed, there
are NICs and mapped networks for these NICs. In this case, Veeam Backup & Replication waits
for an IP address of the VM replica for mapped networks that is sent by VMware Tools running
in the VM replica. The sent IP address should be valid and should not change for a specific
period of time.

e Stabilization by heartbeat. This algorithm is used if the VM replica has VMware Tools
installed but there are no NICs and mapped networks for them. In this case,
Veeam Backup & Replication waits for a corresponding heartbeat signal (green or yellow) to
come from the VM replica. As well as in the first case, the signal is sent by VMware Tools
running in the VM replica.

e Stabilization by Maximum allowed boot time. This algorithm is used if the VM replica has
neither VMware Tools installed, nor NICs and mapped networks for them. In this case,
Veeam Backup & Replication will simply wait for the time specified in the Maximum allowed
boot time field, which is considered to be a stabilization period for the VM replica. Once this
time interval is exceeded, Veeam Backup & Replication will consider that the VM replica is
successfully booted and is ready for testing.

The stabilization process cannot exceed the value specified in the Maximum allowed boot time field.
If the stabilization point cannot be determined within the Maximum allowed boot time, the recovery
verification process will be finished with the timeout error. For this reason, you should be careful when
specifying this value — typically, the VM started by a recovery verification job requires more time to
boot that a VM replica started regularly. When such error situation occurs, you will need to increase
the Maximum allowed boot time value and start the job again.

Once the stabilization point has been established, Veeam Backup & Replication runs ping, heartbeat
tests and test scripts against the verified VM replica.
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Data Recovery

Veeam Backup & Replication offers a number of recovery options for various disaster recovery
scenarios:

e Instant VM Recovery enables you to instantly start a VM directly from a backup file

e Full VM recovery enables you to recover a VM from a backup file to its original or another
location

e VM file recovery enables you to recover separate VM files (virtual disks, configuration files and
so on)

e Virtual drive restore enables you to recover a specific hard drive of a VM from the backup file,
and attach it to the original VM or to a new VM

e Windows file-level recovery enables you to recover individual Windows guest OS files (from
FAT, NTFS and ReFS file systems)

e  Multi-OS file-level recovery enables you to recover files from 15 different guest OS file
systems

e Universal Application-Item Recovery (U-AIR) enables you to recover application objects (such
as, AD entries, SQL database objects and so on) directly from backup files

Veeam Backup & Replication uses the same image—level backup for all data recovery operations. You
can restore VMs, VM files and drives, application objects and individual guest OS files to the most
recent state or to any available restore point.

Instant VM Recovery

With instant VM recovery, you can immediately restore a VM into your production environment by
running it directly from the backup file. Instant VM recovery helps improve recovery time objectives
(RTO), minimize disruption and downtime of production VMs. It is like having a "temporary spare" for a
VM: users remain productive while you can troubleshoot an issue with the failed VM. Instant VM
recovery supports bulk processing so you can immediately restore multiple VMs at once.

When instant VM recovery is performed, Veeam Backup & Replication uses the Veeam vPower
technology to mount a VM image to an ESX(i) host directly from a compressed and deduplicated
backup file. Since there is no need to extract the VM from the backup file and copy it to production
storage, you can restart a VM from any restore point (incremental or full) in a matter of minutes.

The archived image of the VM remains in read—only state to avoid unexpected modifications. By
default, all changes to virtual disks that take place while the VM is running, are logged to auxiliary redo
logs residing on the NFS server (Veeam backup server or backup repository). These changes are
discarded as soon as a restored VM is removed, or merged with the original VM data when VM
recovery is finalized.

To improve I/0 performance for a restored VM, you can redirect VM changes to a specific datastore. In
this case, instead of using redo logs, Veeam Backup & Replication will trigger a snapshot and put it to
the Veeam IR directory on the selected datastore, together with metadata files holding changes to the
VM image. Keep in mind, though, that if you redirect VM changes, you will not be able to use Storage
vMotion (a VMware feature for live migration of VMs within the environment) to complete VM
recovery.
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To finalize instant VM recovery, you can do one of the following:

e Use Storage vMotion to quickly migrate the restored VM to the production storage without
any downtime. In this case, original VM data will be pulled from the NFS datastore to the
production storage and consolidated with VM changes while the VM is still running. Storage
vMotion, however, can only be used if you select to keep VM changes on the NFS datastore
without redirecting them. Please note that Storage vMotion is only available with VMware
Enterprise licenses and above.

e Use replication or VM copy functionality of Veeam Backup & Replication. In this case, you can
create a copy of a VM and fail over to it during the next maintenance window. In contrast to
Storage vMotion, this approach requires you to schedule some downtime while you clone or
replicate the VM, power it off and then power the cloned copy or replica on.

e Use Quick Migration. In this case, Veeam Backup & Replication will perform a two—stage
migration procedure — instead of pulling data from the vPower NFS datastore, it will restore
the VM from the backup file on the production server, then move all changes and consolidate
them with the VM data. For details, see Quick Migration.

In many respects, instant VM recovery gives results similar to failover of a VM replica. Both features can
be used for tier—1 applications with little tolerance for business interruption and downtime. However,
when you perform replica failover, you do not have dependencies on the Veeam backup server. And,
unlike instant VM recovery that provides only limited I/0 throughput, replication guarantees full I/0
performance.

Beside disaster recovery matters, instant VM recovery can also be used for testing purposes. Instead of
extracting VM images to production storage to perform regular DR testing, you can run a VM directly
from the backup file, boot it and make sure the VM guest OS and applications are functioning

properly.

Full VM Recovery

With Veeam Backup & Replication, you can restore an entire VM from a backup file to the latest state
or to any good-to-know point in time if the primary VM fails.

In contrast to instant VM recovery, full VM restore requires you to fully extract the VM image to the
production storage. Though full VM restore takes more resources and time to complete, you do not
need to perform extra steps to finalize the recovery process. Veeam Backup & Replication pulls the VM
data from the backup repository to the selected storage, registers the VM on the chosen ESX host and,
if necessary, powers it on. Full VM recovery enables full disk I/O performance while Instant VM
recovery provides a “temporary spare” for a VM as the vPower NFS throughput is limited.

Full VM recovery can be performed in one of the following modes (for details, see Transport Modes):

e If the backup proxy is virtualized and resides on the ESX host to which a VM should be
restored, Veeam Backup & Replication will use the Virtual Appliance transport mode to deliver
VM data. The Virtual Appliance mode utilizes VMware ESX capabilities of hot—adding disks to
a VM and thus eliminates the need to transfer the backup data across the network. Veeam
transport services deployed on the backup repository and a backup proxy retrieve VM data
from the backup file and put it directly to the shared storage.

e If the Virtual Appliance transport mode cannot be utilized, VMs are restored with the Network
transport mode.

Note You can restore a VM to an ESX host of the same or later version than the host on which the backup
was created. For instance, if you created a backup of a VM running on ESX 3.0, you can restore this VM
to ESX 3.0, 3.0.1, 3.0.2 and later or to ESXi.

A VM can be restored to its original location or to a new location. When you restore a VM to its original
location, the primary VM is automatically turned off and deleted before the restore. This type of

81 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



restore ensures the quickest recovery and minimizes the number of mistakes which can be potentially
caused by changes in VM settings.

When you restore a VM to a new location, you need to specify new VM settings such as the new VM
name, the host and datastore where the VM will reside, disk format (thin or thick provisioned) and
network properties. Veeam Backup & Replication will change the VM configuration file and store the
VM data to the location of your choice.

VM File Recovery

Veeam Backup & Replication can help you to restore specific VM files (vmdk, .vmx and others) if any of
these files are deleted or the datastore is corrupted. This option provides a great alternative to full VM
restore, for example, when your VM configuration file is missing and you need to restore it. Instead of
restoring the whole VM image to the production storage, you can restore the specific VM file only.

When you perform VM file restore, VM files are restored from regular image—level backups. Veeam
transport services deployed on the backup repository and the backup proxy retrieve VM data from the
backup file and send it to the original VM location, or to a new location specified by the user.

Virtual Drive Recovery

Another data recovery option provided by Veeam Backup & Replication is restore of a specific hard
drive of a VM. If a VM hard drive becomes corrupted for some reason (for example, with a virus), you
can restore it from the image—based backup to any good-to—know point in time. The recovered hard
drive can be attached to the original VM to replace a corrupted drive, or connected to any other VM.
With the virtual drive restore, you can preserve the format of a recovered drive or convert the drive to
the thin or thick format on the fly.

Guest OS File Recovery

With Veeam's Instant File-Level Recovery (IFLR), you can recover an individual file from a backup file or
replica to the most recent state or to any point in time in just a few seconds. IFLR does not require you
to extract VM image to the local drive or to start up the VM prior to restore — you can recover files
directly from a regular image-level backup or replica.

IFLR is available for any virtualized file system, although, Veeam Backup & Replication provides
different approaches for different file systems:

e For Windows-based VMs with NTFS, FAT and ReFS file systems, Veeam Backup & Replication
uses built-in Windows file-level recovery

e For most commonly used file systems on Windows, Linux, Solaris, BSD, Novell Netware, Unix
and Mac machines, Veeam Backup & Replication offers multi-OS file-level recovery

e Forany other file system, Veeam Backup & Replication enables you to leverage Instant VM
Recovery to perform manual file-level recovery

Windows File-Level Recovery

For FAT, NTFS and ReFS guest OS systems, Veeam Backup & Replication uses built=in file—level restore
functionality.

When you perform file-level recovery, the VM image is not extracted from the backup file. The content
of the backup file is mounted directly to the Veeam backup server and displayed in the built-in Veeam
Backup Browser. For mounting file systems of VM guest OSs, Veeam Backup & Replication uses its
proprietary driver. After that you can copy necessary files and folders to your local machine drive, save
them anywhere within the network or simply point any applications to the files and use them
normally. The backup file (or replica) remains in read—only state no matter what you do.
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Multi-OS File-Level Recovery

Because Windows cannot read other file systems natively, Veeam Backup & Replication additionally
provides multi—OS file-level recovery that allows reading data from 16 different file systems:

“ Supported File Systems

FAT

FAT32
Windows

NTFS

ReFS

ext

ext2

ext3
Linux ext4

ReiserFS

JFS

XFS

UFS
BSD
UFS2

HFS
HFS+

Mac

Solaris ZFS (up to pool version 23)

Novell Netware,
Novell Open Novell Storage Services
Enterprise Server

Multi—OS file-level recovery understands not only basic disks, but also Linux LVM (Logical Volume
Manager) and Windows LDM (Logical Disk Manager) partitions and ZFS pools.

Multi-OS file-level recovery is a wizard—driven process. To restore files from VM guest OS,

Veeam Backup & Replication utilizes its patent-pending approach based on the use of a special FLR
helper. The FLR helper is a virtual appliance running a stripped down Linux kernel that has a minimal
set of components. The appliance is very small — around 20 MB and takes only 10 seconds to boot.

The FLR helper appliance is created directly on the selected ESX(i) host. Whenever you perform file—
level restore, Veeam Backup & Replication automatically starts the appliance and mounts the VMDK
files to the FLR appliance as virtual hard drives. VMDK files are mounted directly from backup files,
without prior extraction of the backup content.

Once the restore process is complete, the wizard displays the file browser window providing you with
direct access to the VM file system. You can then copy necessary files and folders to your local
machine drive or save them anywhere within the network. Alternatively, you can allow users to restore
files on their own through enabling an FTP server on the virtual appliance.

Tip When you perform recovery directly to a Linux host, you can recover files with correct permissions.
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File-Level Recovery for Any File System

With the vPower technology, Veeam extends its IFLR to any file system, not just Windows FAT, NTFS,
ReFS and those restored with the multi-OS file-level recovery wizard.

This type of file—level restore is not wizard—driven. You should leverage instant VM recovery to publish
VMDK from a backup on the vPower NFS datastore (without actually starting the VM). With the VMDK
files readily available, you can mount these VMDKSs to any VM that can read the corresponding file
system (including the original VM), and restore the required files using native OS file management
tools. Alternatively, you can mount the VMDK to a Windows VM, and use a tool such as Portlock
Explorer.

Universal Application-Iltem Recovery

Universal Application Item-Level Recovery (or U-AIR) addresses one of the most common IT problem
— it enables you to restore individual objects from virtualized applications (for example, email
messages, database records, directory objects and so on).

For recovery of application objects, U-AIR leverages the vPower technology. It starts the application
and all components required for its proper work in an isolated virtual lab directly from compressed
and deduplicated backup files. Once the VM is started, U-AIR provides transparent access to the
backed up VM image through a proxy appliance that has visibility of both the virtual lab and
production environment. Users can then extract the necessary application objects from the earlier VM
images and bring them back to the production environment.

U-AIR does not require any special backups or additional tools — the application is started directly
from the image—level backup file and users can restore application objects with the native
management tools.

Technically, U-AIR is a set of wizards that guide you through the process of application objects
recovery. For such applications as Active Directory, Microsoft SQL and Microsoft Exchange, U-AIR
offers application—specific wizards (that is, you can restore necessary items from these applications
using only Veeam'’s wizards). For other applications, U-AIR offers a universal wizard (that is,

Veeam Backup & Replication starts the application and all required components in the virtual lab so
that users can connect to that application with the native management tools and restore items
manually).

U-AIR wizards are not tied to Veeam Backup & Replication — these are standalone components that
can be downloaded, installed and updated independent of the product release. You can install U-AIR
wizards on any machine in your production environment.
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Replication

To ensure efficient and reliable data protection in your virtual environment,

Veeam Backup & Replication complements image—based backup with image-based replication.
Replication is the process of copying a VM from its primary location (source host) to a destination
location (redundant target host). Veeam Backup & Replication creates an exact copy of the VM
(replica), registers it on the target host and maintains it in sync with the original VM.

Replication provides the best recovery time objective (RTO) and recovery point objective (RPO) values,
as you actually have a copy of your VM in a ready—to-start state. That is why replication is commonly
recommended for the most critical VMs (which run tier 1 applications) that need minimum RTOs.
Veeam Backup & Replication provides means to perform both onsite replication for high availability
(HA) scenarios and remote (offsite) replication for disaster recovery (DR) scenarios. To facilitate
replication over WAN or slow connections, Veeam Backup & Replication optimizes traffic transmission
— it filters out unnecessary data blocks (such as, duplicate data blocks, zero data blocks or blocks of
swap files) and compresses replica traffic. Veeam Backup & Replication also allows you to apply
network throttling rules to prevent replication jobs from consuming the entire bandwidth available in
your environment.

Replication is a job—driven process with one replication job used to process one or more VMs. You can
start the job manually every time you need to copy VM data or, if you want to run replication
unattended, create a schedule to start the job automatically. Scheduling options for replication jobs
are similar to those for backup jobs. For details, see Scheduling.

In many respects, replication of VMware VMs works similarly to forward incremental backup. During
the first run of a replication job, Veeam Backup & Replication copies the original VM running on the
source host and creates its full replica on the target host. Unlike backup files, replica virtual disks are
stored uncompressed in their native format. All subsequent replication job runs are incremental (that
is, Veeam Backup & Replication copies only those data blocks that have changed since the last
replication cycle).

For every replica, Veeam Backup & Replication creates and maintains a configurable number of restore
points. If the original VM fails for any reason, you can temporary or permanently fail over to a replica
and thus restore critical services with minimum downtime. If the latest state of a replica is not usable
(for example, if corrupted data was replicated from source to target), you can select previous restore
point to fail over to. Veeam Backup & Replication utilizes VMware ESX snapshot capabilities to create
and manage replica restore points. A new incremental run of the replication job takes a regular
snapshot of a replica. Blocks of data that have changed since the last job run are written to the
snapshot delta file and the snapshot delta file acts as a restore point.

VMware replica restore points are stored in a native VMware format next to replica virtual disk files,
which allows Veeam Backup & Replication to accelerate failover operations. To restore a replica in the
required state, there is no need to apply rollback files. Instead, Veeam Backup & Replication uses
native VMware mechanism of reverting to a snapshot.

As well as for backup jobs, for replication jobs you can define a retention period.
Veeam Backup & Replication will keep only the specified number of points, removing any snapshots
that breach the retention policy. For details, see Retention Policy.
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If the Veeam backup server becomes unavailable, you can fail over to any existing replica restore point
without Veeam Backup & Replication (via vSphere Client or using a PowerCLI script).

You can define a retention period for replication jobs in the same way as backup jobs.
Veeam Backup & Replication will keep only the specified number of points, removing any snapshots
that breach the retention policy. For details, see Retention Policy.

Replicas include the following files:
e  Full VM replica (a set of VM configuration files and virtual disks)
e Replica restore points (snapshot delta files)

e Replica metadata (.vbk files) used to store replica checksums. Veeam Backup & Replication
uses this file to quickly detect changed blocks of data between two replica states. For details,
see Changed Block Tracking.

The full VM replica along with its restore points is stored in a dedicated folder on the target datastore.
Replica metadata files are located on a backup repository.

Replication Architecture

The replication infrastructure in VMware vSphere environment comprises the following components:
e Source host and target host with associated datastores
e  One or two backup proxy servers
e Backup repository

The source host and the target host produce two terminal points between which replicated data is
moved. The role of a target can be assigned to a single ESX(i) host or to an ESX(i) host cluster.
Assigning a cluster as a target ensures uninterrupted replication in case one of the cluster hosts fails.

Replicated data is collected, transformed and transferred with the help of Veeam transport services.
Veeam Backup & Replication uses three Veeam transport services for each replication job — a source—
side Veeam transport service, a target-side Veeam transport service and a transport service hosted on
the repository. These transport services communicate with each other and maintain a stable
connection. During replication, the source-side Veeam transport service interacts with the source host
and the target-side Veeam transport service interacts with the target host. The Veeam transport
service hosted on the repository works with replica metadata files.
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Note Although the most part of replica data is written to the target datastore, replica metadata files are
located on the backup repository. This backup repository should be deployed closer to the source
host, so that the source—side Veeam transport service can easily communicate with the Veeam
transport service hosted on the repository to obtain metadata required for incremental job runs.

All replication infrastructure components engaged for the job make up a data pipe. VM data is moved
over this data pipe block by block with multiple processing cycles for replication of each VM. When a
new replication session is started, the target-side Veeam transport service obtains job instructions
and communicates with the source-side Veeam transport service to begin data collection.

1. The source-side transport service accesses the VM image and copies VM data using one of
VMware transport modes, as prescribed by the backup proxy server settings. While copying,
the source—side Veeam transport service performs additional processing — it consolidates
the content of virtual disks by filtering out overlapping snapshot blocks, zero data blocks and
blocks of swap files. During incremental job runs, the Veeam transport service retrieves only
those data blocks that have changed since the previous job run.

In all cases when VMware CBT is not available, the source-side Veeam transport service
interacts with the Veeam transport service hosted on the repository to obtain replica
metadata. The source-side Veeam transport service uses this metadata to detect blocks that
have changed since the previous job run.

Copied blocks of data are compressed and moved from the source—side Veeam transport
service to the target-side Veeam transport service.

2. The target-side Veeam transport service decompresses replica data and writes the result to
the destination datastore.

Note In case of onsite replication, the source-side Veeam transport service and the target-side transport
service may run on the same backup proxy server. In this case, no compression is performed.

Veeam Backup & Replication supports a number of replication scenarios that depend on the location
of the target host.

To streamline the replication process, you can deploy the backup proxy on a VM. The virtual backup
proxy must be registered on an ESX(i) host that has a direct connection to the target datastore. In this
case, the backup proxy will be able to use the Virtual Appliance transport mode for writing replica
data to target. For details, see Transport Modes.

During the first run of a replication job, Veeam Backup & Replication creates a replica with empty
virtual disks on the target datastore. If the Virtual Appliance mode is applicable, replica virtual disks
are mounted to the backup proxy and populated through the ESX host I/0 stack. This results in
increased writing speed and fail-safe replication to ESXi targets.

If the backup proxy is deployed on a physical server, or the Virtual Appliance mode is not available for
other reasons, Veeam Backup & Replication will use the Network transport mode to populate replica
disk files.

Onsite Replication

If the source and target hosts are located in the same site, you can deploy one backup proxy for data
processing and a backup repository for storing replica metadata. This backup proxy must have access
to the source host and to the target host at the same time. In this scenario, the source-side Veeam
transport service and the target-side Veeam transport service will be started on the same backup
proxy. Replication traffic will be transferred uncompressed between the two Veeam transport service.
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Offsite Replication

The common requirement for offsite replication is that one Veeam transport service runs in the
production site (closer to the source host) and another Veeam transport service runs in the remote DR
site (closer to the target host). During backup, the Veeam transport services maintain a stable
connection, which allows for uninterrupted operation over WAN or slow links.

Thus, to replicate across remote sites, you should deploy at least one local backup proxy in each site
— a source backup proxy in the production site, and a target backup proxy in the remote DR site. The
backup repository should be deployed in the production site, closer to the source backup proxy.
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When planning for offsite replication, consider advanced possibilities to reduce the amount of
replication traffic and streamline replica configuration. These include replica seeding, replica
mapping, network mapping and re-IP.

Replica Seeding

If you replicate a VM to a remote DR site, you can use replica seeding. Replica seeding helps
significantly minimize the amount of traffic going from the production site to the disaster recovery
site over WAN or slow LAN links.

With replica seeding, you do not have to transfer all of VM data from the source host to the target host
across the sites when you perform initial replication. Instead, you can use a VM backup created with
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Veeam Backup & Replication as a replica “seed”. When the replication job starts, Veeam Backup &
Replication will use the seed to build a VM replica.

Replica seeding includes the following steps:

1. As a preparatory step for replica seeding, you need to create a backup of a VM that you plan
to replicate.

2. The created backup should then be copied from the backup repository in the production site
to the backup repository in the DR site.

3. When you create a replication job, you should point it to the backup repository in the DR site.
During the first run of a replication job, Veeam Backup & Replication accesses the repository
where the replica seed is located, and restores the VM from the backup. The restored VM is
registered on the replication target host in the DR site. Files of the restored VM are placed to
the location you specify as the replica destination datastore.

Virtual disks of a replica restored from the backup preserve their format (that is, if the original
VM used thin provisioned disks, virtual disks of the VM replica are restored as thin
provisioned).

4. Next, Veeam Backup & Replication synchronizes the restored VM with the latest state of the
original VM. After successful synchronization, in the Backup & Replication view of Veeam
Backup & Replication, under Replicas node you will see a VM replica with two restore points.
One point will contain the state of the VM from the backup file; the other point will contain
the latest state of the original VM you want to replicate.

5. During all subsequent runs of the replication job, Veeam Backup & Replication transfers only
incremental changes in a regular manner.
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Replica seeding dramatically reduces traffic sent over WAN or slow connections because
Veeam Backup & Replication does not send the full contents of the VM image. Instead, it transmits
only differential data blocks.

Tip If you add new VMs to an already existing replication job, you can enable replica seeding settings for
these VMs. In this case, the newly added VMs will be seeded from the selected backups at the next
pass of the replication job. VMs that have already been processed by the job by the time you add new
VMs will be processed in a regular manner.
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Replica Mapping

To replicate VMs over WAN and slow connections, you can use replica mapping. Similar to replica
seeding, replica mapping helps reduce traffic sent to the target host. Replica mapping can be a
valuable option when you need to reconfigure or recreate replication jobs, for example, if you need to
split one replication job into several jobs.

When configuring a new replication job, you can map an original VM in the production site to an
already existing VM in the DR site. For example, this can be a replica VM created with a previous
replication job or a VM restored from a backup on a DR target host.

Replication to a mapped VM is performed in the following way:

1. During the first run, the replication job will calculate the differences between the original and
mapped VM. Instead of copying and transferring the whole of the original VM, the first
replication job will transfer only increments to synchronize the state of the mapped VM with
the state of the original VM. After successful synchronization, in the Backup & Replication
view of Veeam Backup & Replication, under Replicas node you will see a VM replica with two
restore points. One point will contain the latest state of the mapped VM (the VM located on
the target host); the other point will contain the latest state of the original VM on the source
host.

2. All subsequent runs of the replication job will transfer only increments as well.
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Note When you perform replica mapping, all snapshots of the mapped VM (the VM running on the target

host) will be deleted. As a result, you will have only the most recent state of the mapped VM.

Network Mapping and Re-IP

If you use different network and IP schemes in the production and DR site, in the common case you
would need to change the network configuration of a VM replica before starting it. To eliminate the
need for manual replica reconfiguration and ensure minimum failover downtime,

Veeam Backup & Replication offers possibilities of network mapping and automatic IP address
transformation.

With Veeam Backup & Replication, a replicated VM uses the same network configuration as the
original VM. If the network in your DR site does not match the production network, you can create a
network mapping table for the replication job. The table maps source networks to target networks.
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During every job run, Veeam Backup & Replication checks the network configuration of the original
VM against the mapping table. If the original VM network matches a source network in the table,
Veeam Backup & Replication updates the replica configuration file to replace the source network with
the target one. The VM replica is then re-registered. Thus, network settings of a VM replica are always
kept up to date with the DR site requirements. In case you choose to fail over to the VM replica, it will
be connected to the correct network.

For Windows—based VMs, Veeam Backup & Replication also automates reconfiguration of VM IP
addresses. If the IP addressing scheme in the production site differs from the DR site scheme, you can
create a number of Re-IP rules for the replication job.

When you fail over to the replica, Veeam Backup & Replication checks if any of the specified Re—IP
rules apply to the replica. If a rule applies, Veeam Backup & Replication console mounts image-based
disks of the replica and changes its IP address configuration via the Windows registry. The whole
operation takes less than a second. If failover is undone for any reason or if you fail back to the original
location, replica IP address is changed back to the pre—failover state.

Replica Failover and Failback

In case of software or hardware malfunction, you can quickly recover a corrupted VM by failing over to
its replica. When you perform failover, a replicated VM takes over the role of the original VM. You can
fail over to the latest state of a replica or to any of its good known restore points.

In Veeam Backup & Replication, failover is a temporary intermediate step that should be further
finalized. Veeam Backup & Replication offers the following options for different disaster recovery
scenarios:

e You can perform permanent failover to leave the workload on the target host and let the
replica VM act as the original VM. Permanent failover is suitable if the source and target hosts
are nearly equal in terms of resources and are located on the same HA site.

e You can perform failback to recover the original VM on the source host or in a new location.
Failback is used in case you failed over to a DR site that is not intended for continuous
operations and would like to move the operations back to the production site when the
consequences of a disaster are eliminated.

Veeam Backup & Replication supports failover and failback operations for one VM as well as for a
number of VMs. In case one or several hosts fail, you can use batch processing to restore operations
with minimum downtime.
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Failover
Failover is a process of switching over from the original VM on the source host to its VM replica on the
target host.

During failover, Veeam Backup & Replication recovers a fully functional VM to the required restore
point on the target host. As a result, you have your VM up and running within a couple of minutes and
your users can access services and applications they need with minimum disruption.

The failover operation is performed in the following way:
1. Veeam Backup & Replication rolls back the VM replica to the required restore point.
2. The VM replica is powered on.

3. All changes made to the VM replica while it runs in the failover state are written to the delta
file of the snapshot, or restore point, to which you have selected to roll back.

Wi VIV delta
replica file

Griginal
W

As a result of failover, the state of the replica is changed from Normal to Failover.
Veeam Backup & Replication temporarily puts replication activities for the original VM on hold until its
replica is returned to the Normal state.

In Veeam Backup & Replication, the actual failover is considered a temporary stage that should be
further finalized. While the replica is still in the Failover state, you have the option to undo failover,
perform failback, or make failover permanent. In a disaster recovery scenario, after you test the VM
replica and make sure the VM runs stable, you should take another step to perform permanent
failover.

Important! If possible, avoid powering on a replica manually as it may disrupt further replication operations or
cause loss of important data. It is strongly recommended to use Veeam Backup & Replication
functionality to perform failover operations.

Permanent Failover

To confirm failover and finalize recovery of a VM replica on the target host, you need to perform
permanent failover. As a result of permanent failover, the VM replica ceases to exist as a replica and
takes on the role of the original VM.

The permanent failover operation is performed in the following way:

1. Veeam Backup & Replication removes replica restore points from the list of
replicas in the Veeam Backup & Replication console and clears associated files from

the datastore.

2. Changes written to the delta file of the snapshot, or restore point, are committed to

the VM replica disk files to bring the VM replica to the most recent state.
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To protect the VM replica from corruption after performing a permanent failover,

Veeam Backup & Replication reconfigures the replication job and adds the original VM to the list of
exclusions. When the replication job that processes this VM starts, the VM will be skipped from
processing and no data will be written to the working VM replica.

Undo Failover
To switch back to the original VM, revert replication operations and discard changes made to the
working VM replica, you can undo failover.

When failover is undone, the VM replica reverts to its pre-failover state and all changes that have taken
place since the VM replica was powered on are discarded.
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As a result of the undo failover operation, the state of a replica changes back to Normal - this means

that during the next run, the replication job will process the original VM and create a new replica
restore point.

Note During failover, the state of the original VM on the source host is not affected in any way. Basically, if
you need to test the replica and its restore points for recoverability, you can perform actual failover as
a background process, while the original VM is running. After all necessary tests, you can undo
failover and go back to the normal mode of operation.

Failback

Veeam Backup & Replication streamlines and automates disaster recovery by providing replica
failback capabilities. Failback is the process of switching from the VM replica to the production VM.
During failback, Veeam Backup & Replication uses the working replica to recover the original VM and
switch back to it.

If you managed to restore operation of the source host, you can switch back to the original VM on the
source host. However, if the source host is not available, you can restore the original VM to a new
location and switch back to it. Veeam Backup & Replication offers three failback options:

e Fail back to a VM in the original location on the source host
e Fail back to a VM that has been restored up-front from a backup in a new location

e Fail back to an entirely new location by transferring all replica files to the selected destination
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The first two options help you decrease recovery time and use of the network traffic, as

Veeam Backup & Replication will transfer only differences between the two VMs. The third option is
used in cases when there is no way to use the original VM or restore the VM before performing
failback.

During failback, Veeam Backup & Replication protects a running VM replica with a failback snapshot.
The snapshot acts as a restore point and saves the pre-failback state of a replica to which you can
return afterwards.

Veeam Backup & Replication uses the VM replica to restore the original VM in the selected location.

e When the VM replica is failed back to an existing VM (either the original VM on the source
host or a VM restored from backup in a new location), Veeam Backup & Replication calculates
the differences and synchronizes the original VM with the VM replica. The original VM is then
powered on.

e When the VM replica is failed back to an entirely new location, all of its files are transferred to
the target datastore.

After failover, the VM replica is running; changes stored in the snapshot differential file are locked.
During failback, Veeam Backup & Replication transfers replica data to the target destination in two
stages.

1. First, Veeam Backup & Replication updates the restored VM to the replica failover state. The
VM replica is then stopped, and a failback protective snapshot is taken. The replica stays
stopped until the moment when failback is committed or undone.

2. Next, Veeam Backup & Replication transfers all the changes made after failover (that is,
changes made in the interval between the failover and failback protective snapshots).

The state of the replica is changed from Failover to Failback. Replication activities for the recovered VM
are put on hold.

In Veeam Backup & Replication, failback is considered a temporary stage that should be further
finalized. That is, after you test the recovered original VM and make sure it is running correctly, you
should take another step to commit failback. However, while the replica is still in the failback state,
you also have an option to undo failback and return the replica back to the failover state.
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Commit Failback

To confirm failback and finalize recovery of the original VM, you need to commit failback.

As a result of failback commit, Veeam Backup & Replication removes the protective snapshots and
unlocks replica disk files. The state of the replica is changed from Failback to Normal.

Further operations of Veeam Backup & Replication depend on the location to which the VM is failed
back:

e Ifthe VM replica is failed back to a new location, Veeam Backup & Replication additionally
reconfigures the replication job and adds the former original VM to the list of exclusions. The
VM restored in the new location takes the role of the original VM, and is included into the
replication job instead of the excluded VM. When the replication job starts,
Veeam Backup & Replication will skip the former original VM from processing, and will
replicate the newly restored VM instead.

e Ifthe VM replica is failed back the original location, the replication job is not reconfigured.
When the replication job starts, Veeam Backup & Replication will process the original VM in
the normal mode.

Undo Failback

If the VM to which you failed back from a replica is non-operational or corrupted, you can undo
failback and switch the replica back to the failover state.

When failback is undone, the replica deletes the protective failback snapshot. Changes made while
the VM replica was in the failback state are discarded. As a result of the undo failback operation, the
state of a replica reverts from Failback to Failover.

VM Copy

With Veeam Backup & Replication, you can run a VM copy job to create an independent fully—-
functioning copy of a Vm or VM container on the selected storage. VM copying can be helpful if you
want to move your datacenter, create a test lab and so on.

The produced copy of a VM is stored uncompressed, in a native VMware vSphere format, so it can be
started right away. Although VM copy is similar to replication in many respects, there are several
important differences.

e VM copy is a single—use process (that is, every run of a VM copy job mirrors a VM in its latest
state). Due to their nature, VM copy jobs do not support incremental runs.

e Veeam Backup & Replication does not create and maintain restore points for VM copies. If you
schedule to run a VM copy job periodically, every new run will overwrite the existing copy.

e  With the VM copy job, all VM disks are copied as thick, while replication allows you to
preserve the format of disks or convert the disk format on the fly.

e There are no failover or failback possibilities for a VM copy.

VM copy jobs use the same infrastructure components as backup jobs (for details, see Backup
Architecture). In addition to available scenarios, you can also copy VMs to a target folder on any server
or host connected to the Veeam backup server.
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File Copy

Veeam Backup & Replication includes file copy possibilities, providing a natural way to deliver image
files to hosts, make backup copies of existing VMs, exchange VMs and templates between servers or
move backups across repositories. Using Veeam Backup & Replication, you can copy files and folders
between and within servers connected to the Veeam Backup Server.

Note When file copy destination is located on a server managed by Veeam Backup & Replication, traffic
compression can be used to minimize network bandwidth and improve performance of file copy
activities.

Quick Migration

Veeam Quick Migration enables you to promptly migrate one or more VMs between ESX(i) hosts and
datastores. Veeam Backup & Replication allows migration of VMs in any state with minimum
disruption to business operations and end user access to services. You can use Quick Migration as a
self-contained capability, solely for VM migration, or combine it with Instant VM Recovery.

Veeam Backup & Replication analyzes your virtual environment, its configuration, the state of VMs and
selects the most appropriate relocation method. Whenever possible, Veeam Backup & Replication
coordinates its operations with vCenter Server and uses native VMware vCenter migration
mechanisms: vMotion and Storage vMotion. When VMware vCenter migration methods cannot be
used (for example, if your VMware vSphere license does not provide support for vMotion and Storage
vMotion, or you need to migrate VMs from one standalone ESX(i) host to another),

Veeam Backup & Replication uses its proprietary SmartSwitch technology to relocate VMs.

Veeam Quick Migration provides means for fast background migration of VMs ensuring continuous
uptime of your virtual environment. Quick Migration supports hot VM migration (with SmartSwitch)
and cold VM migration (with cold switch).

Migration of a VM is performed in several stages:

1. Veeam Backup & Replication copies VM configuration (.vmx) to the target host and registers
the VM.

2. Veeam Backup & Replication triggers a VM snapshot and copies VM disk content to the new
destination.

3. VM state and changes made after snapshot creation are moved to a new location.
Veeam Backup & Replication uses different approaches to move the VM state between hosts
with compatible and non—compatible CPUs.

e If you move a VM between two hosts with compatible CPUs,
Veeam Backup & Replication uses SmartSwitch (that is, it suspends a VM to move its
state file and changes made after snapshot creation). The VM is then resumed on
the new host. This ensures minimum downtime, and completely eliminates any
data loss during migration.

e If you move a VM between two hosts with non—compatible CPUs,
Veeam Backup & Replication stops the VM to move changes made after snapshot
creation, and then starts the VM on the new host.
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Integration with Instant VM Recovery

When you restore a VM using Instant VM Recovery, Veeam Backup & Replication starts the VM directly
from a compressed and deduplicated backup file. To finalize recovery of a VM, you still need to move
it to a new location. Moving the VM with VMware Storage vMotion or hot replication may require a lot
of time and resources, or it may cause loss of valuable data.

Veeam Quick Migration was designed to complement Instant VM Recovery. Instead of pulling data
from vPower NFS datastore, Quick Migration registers the VM on the target host, restores the VM
contents from the backup file located in the backup repository and synchronizes the VM restored from
backup with the running VM.

Quick Migration Architecture

Quick Migration architecture in a VMware vSphere environment comprises the following components:
e Source host and target host with associated datastores
e One or two backup proxy servers

Similar to backup, Quick Migration uses two-service architecture: the source—side Veeam transport
service interacts with the source host, and the target-side Veeam transport service interacts with the
target host. To perform onsite migration, you can deploy one backup proxy for data processing and
transfer. This backup proxy must have access to the source host and to the target host at the same
time. In this scenario, the source-side transport service and the target-side transport service are
started on the same backup proxy.
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The common requirement for offsite migration is that one transport service runs in the production site
(closer to the source host and datastore), and the other transport service runs in the remote target site
(closer to the target host and datastore). During backup, the transport services maintain a stable
connection, which allows for uninterrupted operation over WAN or slow links.

For offsite migration, you need to deploy at least one local backup proxy in each site: a source backup
proxy in the production site, and a target backup proxy in the remote target site.
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Note

HP SAN Support

Veeam Backup & Replication lets you leverage SAN snapshots as a part of a comprehensive backup
and recovery strategy, where SAN snapshots and image-level backups complement each other. With
Veeam Backup & Replication, you can:

e  Perform backup from HP SAN storage snapshots
e Restore data directly from HP SAN storage snapshots
Veeam Backup & Replication supports the following HP SAN storage systems:
e HP StoreVirtual
e HP StoreVirtual VSA

e HP StoreServ

Backup from Storage Snapshots

Starting from version 7, Veeam Backup & Replication offers a new capability — Backup from Storage
Snapshots — that lets you dramatically improve RPOs and reduce impact of backup activities on the
production environment. Backup from Storage Snapshots is supported for HP StoreVirtual Storage and
HP 3PAR StoreServ Storage systems and is available for data protection in the VMware vSphere
environment.

The Backup from Storage Snapshots functionality is available only in the Enterprise Plus Edition of
Veeam Backup & Replication.

VM Data Processing

In the regular processing course, when Veeam Backup & Replication backs up or replicates a VM, it
triggers a VMware snapshot. The snapshot “freezes” the state and data of the VM at a specific point in
time. This way, the VM data is brought to a consistent state suitable for backup.

The procedure of backup or replication is the following:
1. VM disks are put to the read-only state.
2. Every virtual disk receives a delta file named like vmname-00001.vmdk.

3. Veeam Backup & Replication starts copying VM data from read-only disks of the VM. All
changes that the user makes to the VM are written to delta files.

4. When the backup or replication job is over, the snapshot is committed: the VM disks resume
writes, data from the delta file is merged to the VM disks and the snapshot is removed.
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Sometimes VM data processing may take long: for example, if you back up a very large VM. And if
backup or replication is performed for a VM running a highly transactional application, the delta file
will grow very large, too. Consequently, the snapshot commit process will take much time and the VM
may even freeze during this process.

To overcome this situation, Veeam Backup & Replication introduces Backup from Storage Snapshots.
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VM Processing with Backup from Storage Snapshots

The Backup from Storage Snapshots technology lets you leverage HP SAN snapshots for VM
processing and speed up backup and replication operations.

The procedure of backup or replication from storage snapshots is the following:

1. Veeam Backup & Replication first triggers a VMware snapshot for VMs whose disks are located
on the HP SAN storage.

2. Veeam Backup & Replication triggers a HP SAN snapshot of the volume holding the VM and
the VM snapshot.

3. The VMware snapshot on the original HP SAN volume is immediately deleted after that. To
back up or replicate VM data, Veeam Backup & Replication accesses the ‘cloned’ VMware
snapshot on the HP SAN snapshot.

As a result, the VMware snapshot exists for a very short time, namely for several seconds. Delta files do
not grow large and the time of snapshot commit decreased up to 20 times.
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Important! If Backup from Storage Snapshots cannot be used due to incorrect infrastructure setup,
Veeam Backup & Replication will not fail over to the regular processing mode and the backup or
replication job will be finished with the Failed status.
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How It Works

From the user’s side, Backup from Storage Snapshots is an option that can be enabled for a specific
backup or replication job. When you enable this option for the job, you define that VM data
processing should be performed with use of HP SAN snapshots.
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Veeam Backup & Replication can use the Backup from Storage Snapshots functionality only if you
have met the following conditions:

e You have added the SAN storage system to the Veeam Backup & Replication console.
e You have the Use storage snapshots option enabled in the job settings.

e You have properly configured a VMware backup proxy. To learn more, see Configuring a
VMware Backup Proxy for HP SAN Snapshots.

The Backup from Storage Snapshots functionality is used only for those VMs whose disks are located
on the HP SAN storage.

e Ifthe jobincludes a number of VMs whose disks are located on different types of storage,
Veeam Backup & Replication will apply the Backup from Storage Snapshots option only to
VMs with disks on the HP SAN storage.

e IfaVM has several disks, some on the HP SAN and some on the other type of storage,
Veeam Backup & Replication will not use Backup from Storage Snapshots for this VM and will
process it in a regular manner.

As the backup or replication job typically contains a number of VMs, Veeam Backup & Replication
processes such VMs in different ways. First, Veeam Backup & Replication triggers VMware and HP SAN
snapshots for VMs on the HP SAN storage. Only after the HP SAN volume snapshot has been created,
Veeam Backup & Replication triggers a VMware snapshot for other VMs. Therefore, the procedure of
backup or replication from storage snapshots is the following:

1. Veeam Backup & Replication analyzes which VMs in the job have disks on the HP SAN storage
and which VMs have disks on another type of storage, and groups VMs of two types.

2. Veeam Backup & Replication triggers a VMware snapshot for VMs whose disks are located on
the HP SAN volume.
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3. Veeam Backup & Replication triggers a snapshot of the HP SAN volume holding VM disks and
VM snapshots.

4. Veeam Backup & Replication gets the Changed Block Tracking information about changed
data blocks for VMs whose disks are located on the HP SAN storage.

5. Veeam Backup & Replication removes the VMware snapshot on the production HP SAN
volume. The cloned VMware snapshot still remains on the HP SAN volume snapshot.
After that, Veeam Backup & Replication triggers a VMware snapshot for VMs whose disks are
located on another type of storage. These VMs are processed in the regular manner further
on, in parallel with VMs whose disks are located on the HP SAN storage.

6. Veeam Backup & Replication detects if there is a VMware backup proxy having a direct
connection to the HP SAN storage system in the backup infrastructure.

« For HP StoreVirtual and HP StoreVirtual VSA, iSCSI connection is required

o,

+» For HP StoreServ Storage, Fibre Channel connection is required.

When such VMware backup proxy is detected, Veeam Backup & Replication mounts the
HP SAN volume snapshot as a new volume to this backup proxy.

7. Veeam Backup & Replication reads and transports VM data blocks via the VMware backup
proxy to the backup repository. In the incremental backup or replication course,
Veeam Backup & Replication uses the CBT data to retrieve only changed data blocks.

8. When the processing is finished, Veeam Backup & Replication unmounts the HP SAN
snapshot from the VMware backup proxy and issues a command to the HP SAN to remove
the HP SAN volume snapshot.
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Veeam Explorer for SAN Snapshots

Many organizations use SAN snapshots for data protection. SAN snapshots allow for very low RPO:
they have minimal impact on storage performance and can be created really fast. Administrators can
take snapshots several times a day or even schedule them as often as every hour.

However, in the virtual environment, SAN snapshots add more difficulty to the restore process. SAN
snapshots are created per-volume. A volume typically holds multiple VMs. For this reason, restore
from SAN snapshots is not a simple rollback operation; it is a multi-task process. To restore a VM from
the SAN snapshot manually, you need to perform the following actions:

1. Present the SAN snapshot to the ESX(i) host.

Perform an HBA rescan.

Mount the SAN snapshot to an ESX(i) host.

Browse the SAN snapshot to locate the VM files (VMDK).

Add the VM to the inventory or copy VM files to another VMFS datastore.

Power on the VM.

N o v o~ W N

Perform restore operations.
8. Perform cleanup operations after the recovery is completed.

If you need to restore guest OS files and application objects from the VM on a SAN snapshot, the
procedure will be even more complicated. As a result, the restore process takes much time.

To make VM recovery from SAN fast and easy, Veeam Backup & Replication offers Veeam Explorer™ for
SAN Snapshots. Veeam Explorer for SAN Snapshots is a technology in Veeam Backup & Replication
that lets you restore VMware VM data directly from SAN snapshots on HP LeftHand, HP StoreVirtual
VSA and HP 3PAR StoreServ. Veeam Explorer for SAN has been designed and developed in
collaboration with HP and it uses the native HP APIs.

Veeam Explorer for SAN Snapshots offers a variety of restore options:
e You can instantly restore an entire VM
e  You can restore VM guest OS files (Windows, Linux, FreeBSD and other)
e You can restore Microsoft Exchange objects from HP SAN snapshots

e You can restore Microsoft SharePoint objects from HP SAN snapshots
Benefits of Veeam Explorer for SAN Snapshots

Veeam Explorer for SAN Snapshots lets you leverage the low overhead of SAN snapshots and use
flexible restore options of Veeam Backup & Replication. While SAN snapshots provide good RPOs,
Veeam Explorer for SAN Snapshots allows for very short RTOs. Veeam Explorer for SAN Snapshots:

e Reduces time to mount snapshots up to 10 times or more.

e Eliminates the need of staging and intermediate restores. You only need to select an ESX(i)
host to which the HP SAN snapshot should be mounted and Veeam Backup & Replication will
perform all other operations for you.

e Eliminates human errors that can potentially occur during the mount process.

e Leverages advantages of the storage system that you already have in place.
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How It Works

Veeam Backup & Replication fully automates the operation of mounting the SAN snapshot to the
ESX(i) host. You do not need to install additional agents or perform complex configuration actions.
Veeam Backup & Replication does not convert HP SAN snapshots into backups. Instead, it uses them
“as is” and lets you restore VM data directly from native HP SAN snapshots.

When you start the restore procedure, Veeam Backup & Replication performs the following actions
“behind the scene™:
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Veeam Backup & Replication issues a command to the HP SAN using the native HP APIs.

The HP SAN creates a SmartClone (for HP P4000) or a Virtual Copy (for HP 3PAR StoreServ)
of the requested volume snapshot. The SmartClone/Virtual Copy is a read-write snapshot of
the volume snapshot. For restore operations, Veeam Backup & Replication uses the created
SmartClone/Virtual Copy, not the volume snapshot itself.

The SmartClone/Virtual Copy is used to protect the VMFS volume metadata integrity on the
LUN. During FLR and Instant VM Recovery operations, the ESX(i) host working with the
datastore updates VMFS metadata on the LUN. Use of the SmartClone/Virtual Copy helps
protect the volume snapshot from these changes.

The ESX(i) host to which the user wants to mount the SmartClone/Virtual Copy is added to
the list of Allowed Servers for the SmartClone. As a result, the ESX(i) host has access to the
SmartClone/Virtual Copy and can read/write data to/from it.

The HP SAN makes sure that the IP address of the HP SAN storage is in the list of static targets
on the ESX(i) host. By default, the HP SAN uses the IP address of the HP cluster on which the
SAN volume is allocated.

The HP SAN issues a HBA re-scan command to the vCenter Server. On re-scanning, the
SmartClone/Virtual Copy appears in the discovered targets list on the ESX(i) host.

The HP SAN performs re-signature for LUN volumes.
Veeam Backup & Replication performs recovery operations.

After recovery is completed, Veeam Backup & Replication issues a command to the HP SAN.
The HP SAN deletes the SmartClone/Virtual Copy volume from the ESX(i) host and performs
cleanup operations.
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From user’s side, the restore process is very fast and easy. Restore takes a couple of clicks in the
Veeam Backup & Replication interface and requires very little time. For example, to restore a VM or a
guest OS file, you will need 2 minutes or less, compared to 20-30 minutes required for manual restore

from SAN snapshots without Veeam Backup & Replication.
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vCloud Director Support

Backup and restore of vCloud Director vApps and VMs has always been a hot topic. Up to now backup
tools offered no option of backup in the vCloud Director environment. The only way was to perform
backup at the level of the underlying vCenter Server. For restore, the administrators would first need
to restore VMs to the vCenter Server level and then bring them to vCloud Director through import.

With version 7.0, Veeam Backup & Replication provides support for vCloud Director. It uses vCloud
Director API to help you back up vApps and VMs and restore them directly to the vCloud Director
hierarchy.

The main entity with which Veeam Backup & Replication works during backup is a vApp. A vAppis a
virtual system that contains one or more individual VMs along with parameters that define operational
details — vApp metadata. When Veeam Backup & Replication performs backup of VMs, it captures not
only data of VMs being a part of vApps, but also vApp metadata. As a result, you can restore vCloud
Director objects back to the vCloud Director hierarchy and do not need to perform any additional
actions on import and VM configuration.
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Backup and Restore of vApps

Veeam Backup & Replication provides you with an option to back up vCloud Director vApps and
restore them back to the vCloud Director hierarchy.

In terms of vCloud Director, a vApp is a coherent system that contains one or more VMs. Every vApp is
described with a set of operational details, or vApp metadata, that include the following ones:

e vApp owner settings
e Access rights settings

e VApp network settings: information about organization networks to which the vApp is
connected

e Lease settings and so on

When Veeam Backup & Replication performs backup of a vApp, it backs up all VMs being a part of this
vApp along with the vApp metadata. Backup of the vApp is performed with the vCD backup job. The
vCD backup job may contain one or several vApps. If necessary, you can exclude specific VMs and VM
disks from the backup when configuring a vCD backup job.
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Note

Veeam Backup & Replication offers the following restore options for backed up vApps:
e Restoring vApps to vCloud Director

e Restore of separate VMs being a part of the vApp to vCloud Director
Just like vCloud Director, Veeam Backup & Replication treats a vApp as a coherent system. For this
reason, it is recommended that you add entire vApps, not separate VMs from the vApp, to the vCD

backup job. If you do not want to back up specific VMs in the vApp, you can use exclusion settings in
the vCD job.

Backup of vCloud Director VMs

Veeam Backup & Replication lets you perform backup for vApps and VMs, as well as VM containers in
vCloud Director such as Organization vDC, Organization and even the vCloud Director instance.

When Veeam Backup & Replication performs backup of vApps and VMs, it additionally captures vApp
metadata.

vApp metadata includes:

e General information about the vApp where VMs reside, such as: vApp name, description, VMs
descriptions

e Information about vApp networks and organization networks to which the vApp is
connected

e VMs startup options

e Userinformation

o Lease

e Quota

e Storage template and so on

vApp metadata is stored together with the VM content. Capturing vApp metadata is extremely
important for restore: without it, you will not be able to restore vApps and VMs back to vCloud
Director.

Data to Back Up
With Veeam Backup & Replication, you can back up regular VMs and linked clone VMs.

Backup of Regular VMs

When you perform backup of regular VMs, Veeam Backup & Replication captures and stores to the
backup file the following data:

e VMdisk content
e VApp metadata

e VM metadata
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Backup of Linked Clone VMs

When you perform backup of linked clone VMs, Veeam Backup & Replication captures and stores to
the backup file the following data:

e Content of the template to which the VM is linked
e Content of the VM user disk — delta disk

e VApp metadata

e VM metadata
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During full backup of linked clone VMs, Veeam Backup & Replication consolidates data of the VM
template and delta disk and saves it as a regular VM disk in the backup file. Data merging guarantees
proper VM restore: even if a VM template is lost by the time of recovery, you will still be able to restore
the linked clone VM from the backup.

During incremental backup, Veeam Backup & Replication saves only changed data of the delta file.
vCD Backup Jobs

For VMs managed by vCloud Director, Veeam Backup & Replication offers a special type of the backup
job — vCD backup job. vCD backup jobs have been specifically developed to process vCloud Director
objects, ensure their proper restore and support of vCloud-specific features.

You should always use vCD backup jobs to back up VMs managed by vCloud Director. If you back up
VMs managed by vCloud Director using a regular backup job, Veeam Backup & Replication will
perform backup at the level of the underlying vCenter Server and will not capture vApp metadata. As
a result, you will not be able to restore a fully-functioning VM to vCloud Director.
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Restore of vCloud Director VMs

Veeam Backup & Replication enables full-fledged restore of VMs to vCloud Director. You can restore
separate VMs to vApps, as well as VM data.

For restore, Veeam Backup & Replication uses VM metadata saved to a backup file and restores specific
VM attributes. As a result, you get a fully-functioning VM in vCloud Director, do not need to import the
restored VM to vCloud Director and adjust the settings manually.

Backed up objects can be restored to the same vCloud Director hierarchy or to a different vCloud
Director environment. Restore options include:

e Instant VM recovery

e  Full restore for vApps and VMs
e Restore of VM disks

e Restore of VM files

e  Guest OS file-level restore for VMs
Restoring Regular VMs to vCloud Director
If you restore regular VMs back to the vCloud Director hierarchy, the restore process includes the

following steps:

1. Veeam Backup & Replication uses the captured vApp metadata to define the vApp settings
and VM initial location in the vCloud Director hierarchy.

2. Veeam Backup & Replication restores VMs from the backup file to their initial location or to
other location. Additionally, Veeam Backup & Replication restores all VM settings.
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Restoring Linked Clone VMs to vCloud Director

Veeam Backup & Replication lets you restore linked clone VMs - VMs that were deployed from a VM
template using the fast provisioning technology. There are several mechanisms for processing linked
clone VMs.
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Restore of Existing VMs

If you are restoring a vCD linked clone VM that exists in the vCloud Director hierarchy, the restore
process includes the following steps:

1.

Veeam Backup & Replication uses the captured vApp metadata to define the initial settings of
the VM.

Veeam Backup & Replication calculates a signature for the consolidated VM disk in the
backup file (containing the VM template data and data of the delta file) and the signature for
the VM existing in vCloud Director. Veeam Backup & Replication then compares the disk
signatures to define what data blocks have changed.

Veeam Backup & Replication restores only changed data blocks from the backup file and
writes them to the user delta file.
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Restore of Deleted VMs

If you are restoring a VM that no longer exists in vCloud Director hierarchy, the restore process
includes the following steps:

1.

Veeam Backup & Replication uses vCloud Director to create a new linked clone VM from the
VM template that the user selects. The new VM has a blank user delta file.

Veeam Backup & Replication calculates a signature for the consolidated VM disk in the
backup file (containing the VM template data and data of the delta file) and the signature for
the created VM in vCloud Director. Veeam Backup & Replication then compares the disk
signatures to define what data blocks need to be restored.

Veeam Backup & Replication restores only those data blocks that need to be restored from
the backup file and writes them to the blank user delta file.

By default, Veeam Backup & Replication links the VM to the same VM template that was used by the
initial VM. During restore, Veeam Backup & Replication checks the settings of the VM template to
which the restored VM is linked: verifies connection settings, makes sure the disk size coincide and so

on.
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Restore of Linked Clone VMs as Regular VMs

In some cases, Veeam Backup & Replication can restore a VM from a backup file as a regular VM. This
type of restore is accomplished in the following situations:

e You have intentionally chosen to restore a linked clone VM as a regular VM.

e You are restoring a VM to the Organization vDC which has the fast provisioning option
disabled.

e AVM template to which the restored VM should be linked is not accessible in the location to
which the VM is restored.

In this case, Veeam Backup & Replication uses the same algorithm as for restore of full VMs in the
virtual environment. It retrieves the data of the consolidated VM disk from the backup file and
restores the VM in the vCloud Director hierarchy.
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Backup Copy

The main backup purpose is to protect your data against disasters and VM failures. However, having
one copy of a backup file does not provide the necessary level of safety. A backup file may get
corrupted or lost, leaving you with not data to restore at all.

Backup experts claim that to build a successful data protection and disaster recovery plan, you must
follow the 3-2-1 rule:

e 3:You must have three copies of a backup file in different locations.

e  2:You must use two different types of media to store copies of a backup file, for example, disk
storage and tape.

e 1:You must keep at least one copy of a backup file offsite, for example, in the cloud or in the

remote site.
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Thus, according to the first statement of the 3-2-1 backup strategy, you must have three different
copies of a backup file in different locations. In case a disaster strikes, multiple backup copies increase
your chances in data restore.

To let you adopt the 3-2-1 backup strategy, Veeam Backup & Replication offers backup copying
capabilities. Backup copying allows you to create several instances of the same backup file in different
locations, whether onsite or offsite. Copied backup files have the same format as those created by
backup jobs and you can use any data recovery option for them.

Backup copy is a job-driven process. Veeam Backup & Replication fully automates the backup copying
process and lets you specify retention policy settings to maintain the desired number of restore points
for copied backups.

Backup Copying Process

Backup data is copied per VM at the block level. When the backup copying process starts,

Veeam Backup & Replication accesses VM backup files in the source backup repository, retrieves data
blocks for a specific VM from the backup file, copies them to the target backup repository and
composes copied blocks into a backup file in the target backup repository. Therefore, the backup
copying process does not affect virtual infrastructure resources, does not require an additional
snapshot of a VM and does not produce any load on VMs whose backups are copied.
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In the target backup repository, the backup copy job creates a chain of restore points using the
incremental backup method. The target backup repository always contains only one active
incremental backup chain. Restore points in the chain are rotated according to the specified retention
policy. To learn more, see Retention Policy for Backup Copy Jobs.

The backup chain on the target backup repository is created in the following manner:

1. The first synchronization interval of the backup copy job always produces a full backup file.
The full backup file is created in the following way:

a. From the backup chain on the source backup repository, Veeam Backup & Replication
copies data blocks that are necessary to build a full backup of a VM as of the most recent
state. Data blocks can be copied from one or several backup files in the chain. If the
backup chain on the source backup repository was created using the reversed
incremental backup method, Veeam Backup & Replication simply copies data blocks of
the latest full backup.
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If the backup chain on the source backup repository was created using the forward
incremental backup method, Veeam Backup & Replication copies data blocks from the
first full backup and a set of incremental backups to form a full backup of a VM as of the
most recent state.
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b. On the target backup repository, Veeam Backup & Replication writes all copied data
blocks to the same full backup file.

2. Atevery next synchronization interval, when a new restore point appears on the source
backup repository, Veeam Backup & Replication copies incremental changes from this most
recent restore point and transfers them to the target backup repository. On the target backup
repository, Veeam Backup & Replication writes the copied data blocks to the incremental
backup file.
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Note

The backup copy job can be created for one VM or several VMs. If the backup copy job is created for
several VMs, you can define the order in which the VMs should be processed.

Veeam Backup & Replication will subsequently process VMs one by one in the defined order. If any VM
cannot be processed for some reason, for example, in case a new restore point for this VM is not yet
available, Veeam Backup & Replication will pass to the next VM. Once this VM is processed,

Veeam Backup & Replication will attempt to copy the unprocessed VM once again.

Even if a backup copy job processes several VMs, it creates one backup file on the target backup
repository and stores to it data for all VMs processed by the job.

Backup copy jobs do not support parallel processing. Multiple VMs in the job are copied one by one,
subsequently. Data for VM disks are also copied subsequently, not in parallel.

To minimize the amount of traffic going over the network, Veeam Backup & Replication uses the data
compression and deduplication technologies. To learn more, see Compression and Deduplication.

Restore Point Selection

Veeam Backup & Replication does not necessarily use a backup created by one job and one backup
repository as a source of data. It can copy VM data from backups created by different jobs and even
from different backup repositories. When you set up a backup copy job, you only define what VM(s)
you want to process. During the backup copy job, Veeam Backup & Replication searches for the most
recent restore point in all available backup repositories, copies data blocks from it and saves them to a
backup file on the target backup repository.
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You can specify a search scope for the backup copy job: that is, define in which backup repositories
Veeam Backup & Replication should search for restore points. In this case, Veeam Backup & Replication
will skip all other backup repositories from searching.

Veeam Backup & Replication always copies the most recent restore point from the source backup
repository. Even when backup copying is performed for the first time and the source backup
repository already contains a chain of restore points, Veeam Backup & Replication will only copy a
restore point containing data as of the most recent VM state. To learn more, see Backup Copying
Process.

Veeam Backup & Replication identifies new restore points using the following rule:
Time of restore point creation >= current time - synchronization interval

For example, you have set the synchronization interval to 24 hours. Today’s date and time are
7/1/2013, 12:00 PM and the restore point was created 23 hours ago, on 6/30/2013 at 1:00 PM. In this
case, Veeam Backup & Replication will copy this new restore point, because:

6/30/2013, 1:00 PM >=7/1/2013, 12:00 PM — 24 hours
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The rule above is applied to all synchronization intervals, both the first one, copying a full backup file,
and subsequent ones, copying incremental restore points. After you create a backup copy job and the
first synchronization interval starts, Veeam Backup & Replication checks if there is some restore point
falling into the necessary search scope on the source backup repository. If there is no restore point
matching this condition, Veeam Backup & Replication will not copy data from the source backup
repository. Instead, it will wait for the new restore point to appear on the source backup repository.
Only after that Veeam Backup & Replication will copy the first, full restore point, to the target
repository. This mechanism helps ensure that the backup chain produced by the backup copy job
contains only the most recent VM data.

The backup copy job has the following limitations:
1. Veeam Backup & Replication does not copy restore points from the target backup repository.
2. Veeam Backup & Replication does not copy restore points from imported backups.

3. Veeam Backup & Replication does not copy restore points that have already been copied by
the same backup copy job to the target backup repository.

4. Veeam Backup & Replication does not copy corrupted restore points.

5. Veeam Backup & Replication does not copy restore points that are locked by some tasks: for
example, a backup job creating a backup chain with the reversed incremental method or a
restore process.

6. Veeam Backup & Replication does not copy restore points if the block size of the restore point
on the source backup repository differs from the block size of restore points on the target
backup repository.

The data block size for restore points on the target backup repository is set at the first
synchronization cycle of the backup copy job. This size is taken from the corresponding
settings of the primary backup job — the backup job that creates the backup chain on the
source backup repository. If after the first synchronization cycle you add to the backup copy
job new sources that use a different data block size, Veeam Backup & Replication will detect
such restore points and display the Restore point is located in backup file with different block
Size message.

7. If you select a backup job as a source for the backup copy job, Veeam Backup & Replication
will only copy restore points created by this very backup job. Veeam Backup & Replication will
not perform search in other backup repositories.

Tip You can configure several backup copy jobs to copy one restore point from the source backup
repository to different target locations.
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Data Transport Path

To transport data from the source backup repository to the target backup repository, the backup copy
job uses one of the following paths:

e Direct transport path: Veeam Backup & Replication transports data directly from the source
backup repository to the target backup repository. This type of data transport is
recommended for copying backups to onsite backup repositories or offsite backup
repositories over fast connections.

When Veeam Backup & Replication uses the direct transport path, it starts Veeam Transport
Services on the following backup infrastructure components:

7

+» In case of Windows- and Linux based repositories: the source Veeam Transport
Service is started on the source backup repository; the target Veeam Transport
Service is started on the target backup repository.
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e Through built-in WAN accelerators: Veeam Backup & Replication transports data through a
pair of WAN accelerators: one deployed on the source side and the other one deployed on
the target side. WAN accelerators remove redundant blocks before transferring VM data and
thus significantly reduce the amount of traffic going over the network. This type of data
transport is recommended for copying backups offsite over slow connections or WAN.
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When Veeam Backup & Replication uses the transport path via WAN accelerators, it starts the
source Veeam Transport Service on the source backup repository (in case of Windows- and
Linux based repositories) or on the proxying server in the source site (in case of a CIFS share).
The target Veeam Transport Service is started on the target backup repository (in case of
Windows- and Linux based repositories) or on the proxying server in the target site (in case of
a CIFS share).
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Important! The WAN acceleration technology is available only in the Enterprise Plus edition of Veeam Backup &
Replication. To learn more, see WAN Acceleration.

Backup Copy Job

The backup copy job is a separate task that needs to be set apart from the backup job.

The aim of the backup copy job is to copy a VM restore point from the source backup repository to the
target backup repository. Every backup copy job creates its own folder on the target backup
repository and stores to it all copied restore points. The folder has the same name as the backup copy

job.

The backup copy job runs continuously and has several phases:

Idle state. For the most time, the backup copy job remains in the idle state, waiting for a new
restore point to appear on the source backup repository.

Synchronization process. The synchronization phase starts at a specific time interval. You
can define any interval needed in minutes, in hours, in days.

At the beginning of a new interval, Veeam Backup & Replication checks if a new restore point
is available on the source backup repository:

« If a new restore point is found, the backup copy job starts the synchronization process
and copies the latest VM restore point from the source backup repository to the target
backup repository.

+ If a new restore point is not found, the backup copy job is back to the idle state.

Transform operations. After the backup copying task or at the end of the synchronization
interval, Veeam Backup & Replication can perform a number of additional transform
operations on the target backup repository. Transform operations include three tasks:

« Transforming a backup chain. When a new VM restore point is copied to the target
backup repository, Veeam Backup & Replication checks the retention policy settings for
the backup copy job. If the limit in restore points is exceeded,

Veeam Backup & Replication transforms the backup chain to make room for a new
restore point. To learn more, see Retention Policy for Backup Copy Jobs.
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After the transform process, Veeam Backup & Replication can perform additional
operations: remove data for deleted VMs from the backup chain and compact a full
backup file.

* Removing deleted VMs from restore points. In the backup copy job settings, you can
select to maintain retention policy for deleted VMs. In this case,
Veeam Backup & Replication will check the list of VMs included in the job and remove
data for deleted VMs from the backup chain on the target backup repository. To learn
more, see Specifying Advanced Settings.

+ Compacting a full backup file. In the backup copy job settings, you can select to
periodically compact a full backup file to reduce its size and increase the speed of read
and write operations. To learn more, see Compacting Full Backup File.

e Post-job activities. In the properties of the backup copy job, you can select to perform post-
job activities, such as execution of custom scripts or sending job results by email. Post-job
activities are performed after all transform operations are completed.

The synchronization process and transform operations make up a separate session of the backup copy

job.
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Disabling Backup Copy Job

A backup copy job can be disabled for some time. The disabled backup copy job does not monitor
source backup repositories and does not copy restore points to the target backup repository.

The instance of the disabled backup copy job still remains in the Veeam Backup & Replication
database and in the product console. You can enable the disable job at any time.

Synchronization Intervals

When creating a backup copy job, you should specify its synchronization interval.

The synchronization interval is a time span in which the backup copy job must copy a VM restore
point from the source backup repository to the target backup repository. When a new synchronization
interval starts, Veeam Backup & Replication checks if a new restore point is available on the source
backup repository. In case a new restore point is found, Veeam Backup & Replication copies it from the
source backup repository to the target backup repository. Note that the duration of the
synchronization interval affects the restore point selection process. To learn more, see Restore Point
Selection.

You can specify the synchronization interval in minutes, hours or days.
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Minutely and Hourly Synchronization Intervals

If you set the synchronization interval in minutes or hours, Veeam Backup & Replication runs the
backup copy process in cycles, one following another. When one synchronization interval is over,
Veeam Backup & Replication starts a new synchronization interval.

For example, if you set the synchronization interval to 4 hours and start the backup copy job at 12 PM,
Veeam Backup & Replication will create new synchronization intervals at 12 PM, 4 PM, 8 PM and so on.

Synchranization interval=4 hours
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Daily Synchronization Intervals

If you set the synchronization interval to one or several days, Veeam Backup & Replication requires
that you define the start time for the synchronization interval. This start time acts as a milestone, or
control point for the backup copy process. When the specified point in time occurs,

Veeam Backup & Replication starts a new synchronization interval.

For example, if you set the synchronization interval to 1 day and specify to start a new interval at 12
PM, Veeam Backup & Replication will force a new synchronization interval at 12 PM daily.

Synchronization interval=1 day, starttime = 12:00 PIM

e e o e

12:00FR, 12:00 P, 12:00 P M, 12:00FPM,  12:00FN, 12:00 PN,  12:00PM,
Sun Ion Tue Wed Thu Fri Sat

In some cases, the start time of the backup copy job and the start time of the synchronization interval
start may not coincide. For example, when configuring a backup copy job, you may set the start time
of the synchronization interval to 12 PM; the backup copy job itself may be launched at 12 AM. In this
case, the first synchronization interval will be started immediately after you launch the job and will be
run for a shorter period of time: in our example, for 12 hours only instead of one day. All subsequent
synchronization intervals will be created and run as usual.
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Backup Copy Window

If necessary, you can specify a window for the backup copy job. The backup copy window is a period
of time when the backup copy job is allowed to transport data over the network. The backup copy
window can be helpful if you do not want the backup copy job to produce unwanted overhead for the
production environment or do not want the job to overlap the production hours. In this case, you can
define the time interval in which the job must not transfer data over the network.

The backup copy window affects only the data transport process. The backup copy job behavior
during the ‘prohibited’ period of time depends on the length of the synchronization interval:

e If the synchronization interval is greater than the 'prohibited period’, the backup copy job will
simply put on hold the backup copying operations and wait for allowed hours. The backup
copy job is put to the Idle state and remains in this state for the whole "prohibited period".

e If the synchronization interval is smaller than the ‘prohibited period’,
Veeam Backup & Replication will finish all backup copy job sessions that must run during the
‘prohibited period’ with the Failed status. During the first synchronization interval on allowed
hours, Veeam Backup & Replication will copy the restore point to the target backup
repository. The copied restore point will contain all data for the ‘prohibited period’. That is, it
will aggregate all data that has changed between the latest restore point on the target
backup repository and latest restore point on the source backup repository.

Frohibited Hours Allowed Hours

i ooooos m-ER

Source
backup repository

Target
backup repository

For example, you have set the synchronization interval to 2 hours and defined the backup copy
window from 8 AM to 8 PM. Without the backup copy window, Veeam Backup & Replication would
transport 6 restore points to the target backup repository between 8 AM and 8 PM. With the backup
window, the backup copy job will not copy data from 8 AM to 8 PM. At 8 PM, however, a new
synchronization interval will start. Veeam Backup & Replication will transport one restore points from
the source backup repository. This restore point will contain VM data for those 6 restore points that
might have been copied during the ‘prohibited period’ plus one that must be created within this new
synchronization interval.

Automatic Job Retries

Veeam Backup & Replication automatically retries several operations that are performed within a
backup copy job sessions.

Job Tasks Retry

By default, Veeam Backup & Replication automatically retries a failed backup copy task 5 times within
one backup copy job session. A new task is started immediately after the previous one, without any
interval.

The backup copy task is retried only if the previous task has failed and a restore point has not been
copied to the target backup repository. Veeam Backup & Replication does not perform a retry if a task
has finished with the Success status.
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The backup copy task is retried during the same synchronization interval only. If a restore point fails to
be copied during all retries in the current synchronization interval, Veeam Backup & Replication marks
the synchronization task as failed and waits for the expiration of the synchronization interval. After
that, Veeam Backup & Replication performs the necessary transform operations and starts a new
synchronization interval.

A backup copy job can process several VMs. If only some VMs are successfully processed by the
backup copy task, Veeam Backup & Replication creates a restore point holding data for these VMs on
the target backup repository. Veeam Backup & Replication will attempt to process restore points for all
VMs during the next synchronization cycle.

Note Some errors from WAN accelerators can block backup copy job retries. For example, if there is no
space in the global cache on the target WAN accelerator, Veeam Backup & Replication put backup
copying operations on hold and wait for the expiration of the synchronization interval.

Transform Retry

After the backup copying task, Veeam Backup & Replication performs a number of additional
transform operations on the target backup repository if necessary. These operations include the
backup chain transform, removing of deleted VMs from restore points and compacting a full backup
file. To learn more, see Backup Copy Job.

Veeam Backup & Replication may fail to perform transform operations for some reason: for example, if
the backup file on the target backup repository is locked by the file-level restore session. By default,
Veeam Backup & Replication automatically retries transform operations for 5 times. The first interval
between retries is 1 minute; the interval doubles with every new attempt. If

Veeam Backup & Replication fails to perform transform operations during all retries in this
synchronization interval, the job is put to the idle state, waiting for the new synchronization interval to
begin.

Virtual Infrastructure Access Retry

At the beginning of every synchronization interval, Veeam Backup & Replication accesses the virtual
infrastructure to make up a list of VMs processed by the job.

Veeam Backup & Replication may fail to access the virtual infrastructure for some reason: for example,
in case the vCenter Server is not responding. By default, Veeam Backup & Replication automatically
retries access operations for 5 times with a 5 minute interval.

Handling Backup Copy Job Issues
Being a scheduled activity, the backup copy job may fail to run as expected.

Veeam Backup & Replication automatically handles some issues that can occur with the backup copy
job.
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Short Synchronization Intervals

In some cases, Veeam Backup & Replication may fail to transport the restore point within the
synchronization interval of the backup copy job. This can happen, for example, if the synchronization
interval is too short and is not sufficient for the amount of data to be copied.

Veeam Backup & Replication handles this situation differently for the first and subsequent
synchronization intervals.

e The first synchronization interval always produces a full backup file — the starting point in
the backup chain. If Veeam Backup & Replication fails to copy data for the full backup file
during the first synchronization interval, it marks the job session as finished with the Warning
status. During the next synchronization interval, Veeam Backup & Replication attempts to
copy data for the full backup file in the following manner:

1. When a new synchronization interval begins, the restore point that was previously
copied no longer corresponds to the restore point selection rules. That is, the time
of the restore point creation falls out of the search scope. For this reason,

Veeam Backup & Replication waits for a new restore point to appear on the source
backup repository.

2. When a new restore point appears on the source backup repository,
Veeam Backup & Replication detects what data blocks still need to be copied to
make up a full backup file on the target backup repository, and copies these data
blocks.

This process continues until there is a full backup file on the target backup repository.

e Atsubsequent synchronization intervals, Veeam Backup & Replication copies incremental
restore points. If Veeam Backup & Replication fails to transport an incremental restore point, it
marks the synchronization task as failed. Veeam Backup & Replication waits for the expiration
of the synchronization interval; after that, Veeam Backup & Replication marks the job session
as finished with the Error status.

Simultaneous Use of Backup Files

In some cases, restore points on the source backup repository may be locked by the backup job when
a new synchronization interval starts. Such situation can occur if the backup job creating restore
points on the source repository uses the reversed incremental mode. In this case, during every job
session the backup job will lock the full backup file for some time to rebuild it to the most recent state.

If the backup job session and a backup copy job session overlap, Veeam Backup & Replication behaves
in the following manner:

e If the synchronization process has started and Veeam Backup & Replication has already
managed to copy the restore point to the target backup repository, all other backup copy job
activities, such as transform and post-job operations, are put on hold. The backup copy job
waits the backup file to be released and continues its operations only after the backup file is
unlocked.

e If the synchronization process has started but Veeam Backup & Replication has not managed
to copy the restore point to the target backup repository, the backup copy activity is forcibly
terminated and the backup copy task is marked as Failed. Right after that,

Veeam Backup & Replication starts a new backup copy task that remains in the Idle state until
the backup file on the source backup repository is released and unlocked.
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Change of the Synchronization Interval Start Time

If you have selected to run a backup copy job with a daily synchronization interval, you must define
the start time of the synchronization interval. However, you may want to change the start time
afterwards. After the start time change, Veeam Backup & Replication behaves in the following manner:

1. Veeam Backup & Replication finishes the current synchronization interval running according
to the 'old' start time value as usual.

2. After the current synchronization interval is over, Veeam Backup & Replication immediately
starts the synchronization interval, not waiting for the 'new' start time point to come. At that,
Veeam Backup & Replication “stretches” the started interval: the interval lasts for the time
remaining till the new start time plus the time of the synchronization interval itself.

3. All subsequent synchronization intervals are created and started in the regular manner by the
new schedule.

For example, when you first created a backup copy job, you set a daily synchronization interval with
the start time at 8 AM. After that, you changed the start time to 10 AM. In this case,

Veeam Backup & Replication will first finish the synchronization interval that is currently running —
that is, the synchronization interval that was started at 8 AM — as usual. After that, it will immediately
start a new synchronization interval. This interval will run for 26 hours — from 8 AM of the current day
until 10 AM of the next day. All subsequent synchronization intervals will be started at 10 AM every

day.
. First syncinterval
Current syne interval aftarthe change Subsequent sync intervals
Old starttime, Old starttime,  Mew starttime, Hew starttime,
2:00AM, Sun 2:00 AN, Men  10:00 AN, Mon 10:00AM, Tue

The first synchronization interval that is run after the start time change is typically longer than a
regular one. This happens because of the synchronization interval “stretch” mentioned above. To start
the synchronization process right away, you can use the Sync Now option after you change the start
time value. In this case, Veeam Backup & Replication will behave in the following manner:

1. When you start the synchronization process manually, Veeam Backup & Replication forcibly
finishes the current synchronization interval and begins a new synchronization interval
according to the new start time value. This synchronization interval lasts until a new
synchronization interval by the new schedule must be started.

2. All subsequent synchronization intervals are created and started in the regular manner.

As a result, the first synchronization interval after the start time change will begin immediately.

First syncinterval
afterthe change

Old starttime, Starttime change News starttime, Hew starttime,
2:00AM, Sun 1:00 PR, Sun 10:00 AR, Mon 10:00 AR, Tue

Current sync interval Subsequent sync intervals

For example, when you first created a backup copy job, you set a daily synchronization interval with
the start time at 8 AM. After that, you changed the start time to 10 AM. On the start time change, you
started the manual synchronization process at 1 PM. In this case, Veeam Backup & Replication will
finish the current synchronization interval — that is, the synchronization interval that was started at 8
AM — immediately at 1T PM. After that, it will start a new synchronization interval. This interval will run
for 21 hours — from 1 PM of the current day until 10 AM of the next day. All subsequent
synchronization intervals will be started at 10 AM every day.
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Retention Policy for Backup Copy Jobs

The backup copy job has its own retention policy settings, independent of retention policy settings
specified for a backup job. The retention policy of a backup copy job defines for how long
Veeam Backup & Replication must retain copied restore points on the target backup repository.

Veeam Backup & Replication offers two retention policy schemes for backup copy jobs:
e Simple Retention Policy

e  GFS Retention Policy
Simple Retention Policy

A simple retention policy scheme is intended for short-time archiving. When you specify retention
policy settings for a simple scheme, you define how many restore points you want to retain on the
target backup repository.

With this scheme, Veeam Backup & Replication creates a chain of restore points, subsequently
following one another. The first restore point in the chain is always a full backup. All other restore
points in the chain are incremental backups. By default, Veeam Backup & Replication keeps 7 restore
points on the target backup repository.

Full backup

Incremental backups

ooooon
Tue Thu Fri Sat

Wed

vbk
Sun IMan

Backup chain=7 restore points

124 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



To maintain the desired number of restore points, Veeam Backup & Replication uses the following
rotation scheme:

1. Atthe first synchronization interval, Veeam Backup & Replication copies the first restore point
— full backup — to the target backup repository.

2. Atevery next synchronization interval, Veeam Backup & Replication adds a new restore point
— incremental backup — to the chain on the target backup repository. This happens until
the number of restore points in the backup chain reaches the number specified in the
retention policy settings.

3. After the new restore point is added, the allowed number of restore point is exceeded.
Veeam Backup & Replication transforms the backup chain to make room for the most recent
restore point.

The backup chain transformation is performed in the following way:

1. Veeam Backup & Replication re-builds the full backup file to include changes of the
incremental backup following the full backup. More specifically, it injects data blocks from the
firstincremental backup in the chain into the full backup. This way, a full backup ‘moves’ one
step forward in the backup chain.

2. The first incremental backup is removed from the chain as redundant: its data has already
been injected into the full backup and so the full backup file contains the same data as this
incremental restore point.

Injecting data
blocks

vbk v

Sun Ian Full backupas Redundant

of Monday  incremental
backup

For example, you want to keep 7 restore points. The synchronization interval is 1 day; the backup copy
job starts on Sunday.

During the first synchronization interval on Sunday, Veeam Backup & Replication creates the first
restore point — a full backup. Monday through Saturday Veeam Backup & Replication adds six
incremental backups to the chain.

The next Sunday, Veeam Backup & Replication adds a new incremental backup to the backup chain.
The number of allowed restore point in the backup chain is therefore exceeded.

Full backup
Incremental backups
Sun Tue Thu Fri Sat Sun

Wed

IMan
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For this reason, Veeam Backup & Replication transforms the backup chain in the following way:

1. Veeam Backup & Replication merges data blocks from the incremental backup copied on
Monday into the full backup copied on Sunday. This way, the full backup file ‘moves’ one step
forward — from Sunday to Monday.

Injecting data
blacks
. Incremental backups
Ian Wed

2. Theincremental backup copied on Monday becomes redundant and is removed from the
chain.

As a result, you have a chain of a full backup as of Monday and six incremental backups Tuesday
through Sunday.

Full backup

. Incremental backups
Full backup Redundant Wed

as of Monday incremental

backup
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GFS Retention Policy

In most cases, simple backup retention policy is not enough. You cannot store an unlimited number of
restore points on the target backup repository forever because it is not rational and is resource
consuming. If you want to retain VM data for longer periods of time, it is recommended that you use
the GFS retention policy scheme.

The GFS, or Grandfather-Father-Son retention policy is a backup rotation scheme intended for long-
term archiving. It lets you keep backups of VMs for an entire year using minimum amount of storage
space.

GFS is a tiered retention policy scheme. It uses a number of cycles to maintain backups at different
tiers:

e Regular backup cycle performed according to the specified synchronization interval
e  Weekly backup cycle

e  Monthly backup cycle

e Quarterly backup cycle

e Yearly backup cycle

Backups created on the weekly basis are known as ‘sons’, monthly backups are known as ‘fathers’ and
yearly backup are known as ‘grandfathers’. Additionally, Veeam Backup & Replication maintains
quarterly backups.

sun [lan Tue Wed Thu

Fri Sat
reskd ....... . HEEUIarbackuchdE
ek ....... . INEEklybatkuchcle
Week 3
IManthly baclup cycle

Regular Backup Cycle

The regular backup cycle is based on the simple retention policy scheme. When you specify retention
policy settings, you define how many restore points you want to retain in the backup chain.

Veeam Backup & Replication runs the regular backup cycle in the following way:

1. During the first synchronization interval, Veeam Backup & Replication creates the first restore
point — a full backup.

2. The next synchronization intervals add incremental backups to the backup chain.

As a result, the regular backup cycle produces a chain of a full backup and a set of incremental
backups on the target backup repository.
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For example, you have selected to keep 7 restore points. The synchronization interval is 1 day, the
backup copy job starts on Sunday. Veeam Backup & Replication will create a full backup on Sunday
and add 6 incremental backups Monday through Saturday.

Full backup

Incremental backups

Sun Ion Tue Wed Thu Fri Sat
___________________________________________________________ +
Backup chain=7 restore points
Weekly Backup Cycle

In the GFS scheme, the weekly backup is created during the weekly backup cycle.

Weekly backups are always full backups containing data of the whole VM image as of specific date.
When you define retention policy settings for a weekly backup cycle, you specify how many weekly
backups you want to retain per month and define the week day on which a full backup must be
created.

Weekly backups are not created in a separate task. Veeam Backup & Replication re-uses a full backup
created in the regular backup cycle and propagates it to the weekly tier.

The procedure of creating a weekly backup is performed in the following way:

1. Veeam Backup & Replication creates a chain of backups in the regular backup cycle. The chain
consists of a full backup and a set of subsequent incremental backups.
For example, you have selected to keep 7 restore points. The synchronization interval is 1 day,
the backup copy job starts on Sunday. During the week, Veeam Backup & Replication creates
a backup chain on the target backup repository. The backup chain consists of a full backup
copied on Sunday and a set of incremental backups copied Monday through Saturday.

Full backup

Incremental backups
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Ion

Backup chain=7 restore points
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2. With every new synchronization interval, Veeam Backup & Replication transforms the backup
chain moving the full backup forward. This procedure repeats until the full backup file
reaches the day when the weekly backup is scheduled.

Full backup

Incremental backups

Thu Fri Sat Sun

Wed

o
Tue
Backup chain=7 restore points
3. During the synchronization interval, Veeam Backup & Replication transforms the backup
chain and creates a weekly backup at the same time. The procedure is the following:

a. Veeam Backup & Replication adds a new restore point to the chain.

b. Asthe allowed number of restore points is exceeded, Veeam Backup & Replication
transforms the backup chain. The transformation process slightly differs from a regular
one. Veeam Backup & Replication does not inject data from the incremental backup to
the full backup. Instead, it copies data from full and incremental backups and stores them
to a new full backup file, next to the primary backup file.

Full backup

Incremental backups
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Backup chain=7 restore points

4. The incremental backup from which data was copied is removed as obsolete.

Weekly
backup Full backup
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Incremental backups
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Backup chain=7 restorepoints
5. The primary full backup file remains on the target backup repository.

Veeam Backup & Replication sets it aside and marks it as a weekly backup. The weekly backup
is no longer used in the backup chain.
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6. The newly created full backup file remains in the backup chain and is used as a starting point
for incremental backups created by the regular backup cycle.

Weekly
backup  Full backup

Incremental backups
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Wed IMon

IMan

Backup chain=7 restore points

For example, weekly backup is scheduled on Monday. Veeam Backup & Replication will keep
transforming the backup chain until the full backup file reaches Monday. During the next
synchronization interval, Veeam Backup & Replication will transform the backup chain. To do that, it
will copy data from the Monday full backup and Tuesday incremental backup to a new full backup file
and store it next to the primary full backup file.

As aresult, on the target backup repository you will have a full backup created on Monday and a
backup chain that includes a full backup as of Tuesday and a chain of increments Wednesday through
Monday. The full backup as of Monday will be marked as a weekly backup and set aside. The full
backup as of Tuesday will be used as a new starting point in the backup chain.

Retention Policy for Weekly Backups

Veeam Backup & Replication repeats the weekly backup cycle until the number of weekly backups
allowed by the retention policy is exceeded. After that, Veeam Backup & Replication removes the
earliest weekly full backup from the target backup repository to make room for the most recent
weekly full backup.

When deleting obsolete weekly backups, Veeam Backup & Replication considers weekly intervals, not
separate backup files. For this reason, in some situations the target backup repository may contain a
greater number of weekly backups than specified in the GFS retention policy scheme.

For example, you have selected to retain 4 weekly backups. The weekly backup is scheduled on
Sunday. Right after the first weekly backup is created, you change the weekly backup schedule and
schedule the weekly backup on Thursday. As a result, during the first week

Veeam Backup & Replication will create two weekly backups. At the end of the month you will have 5
weekly backups on the target backup repository:

e  One weekly backups created on Sunday
e  Four weekly backups created on Thursday

The next week, Veeam Backup & Replication will add a new weekly backup to the target backup
repository. At the same time, it will remove all backups that were created on the first week — Sunday
backup and Thursday backup.
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Regular backup cyde

Weekly backup cyde

Important! One and the same full backup can be marked as weekly, monthly, quarterly and/or yearly. When
transforming weekly, monthly, quarterly and yearly backup chains, Veeam Backup & Replication
checks the flags set for the full backup file. If the full backup file belongs to some other retention
policy tier and must be retained on the target backup repository, such backup file will not be
removed.

Restore Point Selection for Weekly Backup

Typically, when the weekly backup is performed, Veeam Backup & Replication takes a full backup as of
this day and marks it as a weekly backup. In some cases, however, Veeam Backup & Replication may
fail to find a full backup on the day when the weekly backup is scheduled. In this situation,

Veeam Backup & Replication will use the nearest full backup file created within the next
synchronization interval.

For example, you have set the synchronization interval to 1 week and started the backup copy job on

Sunday. As a result, every new restore point is created on Sunday. When Veeam Backup & Replication
transforms the backup chain, the full backup will move from the previous Sunday to the next Sunday.

Imagine the weekly backup is schedule on Wednesday. As all backups are created on Sunday,
Veeam Backup & Replication will not find a full backup as of Wednesday. For this reason, it will use the
full backup from the next synchronization interval - a full backup as of Sunday.
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Weekly backup cyde

. Regular backup cyde
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Monthly, Quarterly and Yearly Backup Cycles

The monthly, quarterly and yearly backup cycles use the same algorithms as the weekly backup cycle.
When you define retention policy settings for these backup cycles, you specify how many backups you
want to retain in the specified time interval and define the week day on which the monthly, quarterly
or yearly backup should be created.

Veeam Backup & Replication repeats the monthly, quarterly or yearly backup cycle until the number of
backups allowed by the retention policy is exceeded. After that, Veeam Backup & Replication removes
the earliest full backup from the target backup repository to make room for the most recent monthly,
quarterly or yearly backup.

Compacting a Full Backup File

The backup copy job constantly transforms the full backup file in the backup chain to meet the
desired retention policy settings. The transformation process, however, has an opposite side. In the
long run, the full backup file grows large and gets badly fragmented. The file data occurs to be written
to non-contiguous clusters on the storage, which slows down reading from and writing to the backup
file.

To resolve this issue, Veeam Backup & Replication offers an advanced option to compact a full backup
file. Backup file compacting can be performed periodically — weekly or monthly on specified days.

During the file compact operation, Veeam Backup & Replication creates a new empty VBK file and
copies to it all data blocks from the full backup file. As a result, the full backup file gets defragmented,
its size reduces and the speed of writing and reading to/from the file increases.

Note The full backup compacting operation has the following limitations:

e The Compact full backup option can be enabled only for the simple retention policy
scheme.

e The target backup repository must have enough space to hold a backup file of the full
backup size. During the compacting process, Veeam Backup & Replication creates an
auxiliary VBK file that exists on the backup repository till the end of the compacting
operation.

Health Check for Copied Backups

Veeam Backup & Replication offers an option to perform periodic health check for restore points
stored on the target backup repository. The health check is actually a CRC check performed for restore
points stored on the target backup repository.

The health check is started at the beginning of the synchronization cycle before data transport.
Veeam Backup & Replication always verifies only the most recent restore points for the VM(s)
processed by the backup copy job. By default, the health check is performed on the last Sunday of
every month. You can change the health check schedule and select to perform it weekly or monthly
on specific days.

The health check is performed in the following way:

1. When a new restore point is copied from the source backup repository,
Veeam Backup & Replication calculates checksums for data blocks in the restore point and
saves them along with the backup data on the target backup repository.

2. During the health check, Veeam Backup & Replication calculates checksums for data blocks in
the backup files stored on the target backup repository and compares them to the
checksums that were previously stored to the backup files.

132 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



If a health check fails, Veeam Backup & Replication displays a warning in the job session report. During
the next synchronization interval, Veeam Backup & Replication transports valid data blocks from the
source backup repository and stores them to the newly copied restore point on the target backup
repository.

Note In case the backup copy job uses WAN accelerators, Veeam Backup & Replication will attempt to find

data blocks in the global cache not to transfer data over the network. To learn more, see WAN
Acceleration.

Mapping Backup Copy Jobs

If you plan to copy VM restore points over the WAN and slow connections, you can use backup
mapping.

Backup mapping can only be used if you already have a full backup file for the VM you plan to process
with the backup copy job on the target backup repository. In this case, you can point the backup copy
job to this backup file. This full backup from the backup chain will be used as a “seed” for the backup
copy job and you will need to copy only small incremental changes over the network.

Important! The backup copy job can be mapped to the backup only if the backup chain you plan to use as a
"seed" contains one restore point — a full backup file. If the chain contains a number of restore
points, Veeam Backup & Replication will fail to map the backup copy job to the selected backup. To
overcome this situation, you can create a backup "seed" by means of an auxiliary backup copy job on
the target repository. To learn more, see Creating a Seed for the Backup Copy Job.

A backup copy job with a mapped backup is performed in the following way:

1. Veeam Backup & Replication accesses a full backup file to which you mapped the backup
copy job. This backup file is used as a seed for further backup copying process.

2. Data processing during all subsequent synchronization intervals is performed in a regular
manner. Veeam Backup & Replication copies only incremental changes and stores them as
new restore points next to the full backup file.

H_I Veeam Backup
server
- o - .

Backups folder -4—
2 -

Source Target
backup repository backup repository

Unlike a regular backup copy job that uses a dedicated folder on the target backup repository, a
mapped backup copy job stores copied restore points to the same folder where the backup file used
as a seed resides.
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Creating a Seed for the Backup Copy Job

When you map a backup copy job to the backup file, you need to make sure that the backup chain
used as a "seed" contains only one restore point. In the opposite case, the backup copy job will not be
mapped to the selected backup.

If the backup chain contains a number of restore points, you can use a workaround scenario. To do
that, you need to configure an auxiliary backup copy job in addition to the initial backup copy job. The
auxiliary backup copy job will produce a full backup file and you will be able to use it as a "seed" for
the initial backup copy job mapping.

To create a "seed", perform the following actions:

1. Create a new, auxiliary, backup copy job. The created backup copy job must copy backups of
VMs processed by the initial backup copy job. Target the created auxiliary backup copy job to
some backup repository on the source side. This backup repository will be used as an
intermediate one.

2. Run the auxiliary backup copy job to create a full backup file (VBK) on the intermediate
backup repository.

3. Move the created VBK file and VBM file from the intermediate backup repository to the
backup repository on the target side.

4. Perform repository rescan to populate the backup repository on the target side.

5. Edit settings of the initial backup copy job: point the initial backup copy job to the full backup
file that you have created and moved to the target backup repository.

6. Click Sync Now to start a new synchronization interval.

As a result, Veeam Backup & Replication will use the backup file that you have created and moved to
the target backup repository as a "seed", or starting point, for the backup chain produced by the initial
backup copy job. When a new restore point for the VM is available on the source backup repository,
Veeam Backup & Replication will transfer only incremental changes and store them next to the "seed".
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When you configure an auxiliary backup copy job, make sure that its synchronization interval covers
the whole chain of restore points on the backup repository from which you plan to copy backup files.
The length of the synchronization interval has an impact on the algorithm of restore point selection.
Veeam Backup & Replication copies only those restore points that match the following criterion:

Time of restore point creation >= current time — synchronization interval

That is, if you have a backup chain whose earliest restore point is one week old, you need to set the
synchronization interval to one week. If you set the synchronization interval to a smaller time span,
for example, 1 day, all restore points that are older than 1 day will fall out of the search scope and

Veeam Backup & Replication will not transfer their data. To learn more, see Restore Point Selection.

WAN Acceleration

Storing backups offsite always involves moving large volumes of data between remote sites. The most
common problems that backup administrators encounter during offsite backup are:

¢ Insufficient network bandwidth to support VM data traffic
e Transmission of redundant data

To solve these problems, Veeam Backup & Replication offers the WAN acceleration technology that
helps optimize data transfer over the WAN.

The WAN acceleration technology is specific for backup copy jobs. Being a built-in feature, Veeam’s
WAN acceleration does not add complexity and cost to the backup infrastructure and does not require
agents. The technology has been developed for copying backup files, with consideration of the VM
backup file content.

WAN acceleration is available only in the Enterprise Plus Edition of Veeam Backup & Replication.
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Global Data Deduplication

The goal of WAN acceleration is to send less data over the network. To reduce the amount of data
going over the WAN, Veeam Backup & Replication uses the global data deduplication mechanism.

1. When you first run the backup copy job, Veeam Backup & Replication analyzes data blocks
going over WAN.

2. With every synchronization interval of the backup copy job, Veeam Backup & Replication uses
the data redundancy algorithm to find duplicate data blocks in the copied backup file. Veeam
Backup & Replication analyzes data blocks in the backup file on the source side and compares
them with those that have been previously transferred over the WAN. If an identical data
block is found, Veeam Backup & Replication deduplicates it.

Veeam Backup & Replication uses three sources for data deduplication:

e VMdisks. Veeam Backup & Replication analyses data blocks within the same VM disk. If
identical blocks are found, duplicates are eliminated.
For example, in case of a virtualized Microsoft Exchange server, the same email is typically
stored in sender’s Outbox folder of the sender and recipient’s Inbox folder, which results in
duplicate data blocks. During the backup copy job, Veeam Backup & Replication detects such
VM data blocks and performs deduplication.

e Previous restore points for the processed VM on the target repository. Veeam Backup &
Replication analyses data in the restore point that is about to be copied and the restore
point(s) that are already stored on the target backup repository. If an identical block is found
on the target repository, Veeam Backup & Replication eliminates the redundant data block in
the copied restore point.

e Global cache. When a backup file is sent over the WAN, Veeam Backup & Replication creates
a global cache holding data blocks that repeatedly go over the WAN. In a new
synchronization interval, Veeam Backup & Replication analyzes data blocks to be sent and
compares them with data blocks stored in the global cache. If an identical data block is
already available in the global cache, its duplicate on the source side is eliminated and not
sent over the WAN.

As a result, only unique data blocks go over the WAN. Data blocks that have already been sent are not
sent. This way, Veeam Backup & Replication eliminates transfer of redundant data over the WAN.

Note Veeam Backup & Replication deduplicates data blocks within one VM disk and in restore points for
one VM only. Deduplication between VM disks and restore points of different VMs is performed
indirectly, via the global cache. To learn more, see WAN Global Cache.

WAN Accelerators

To enable WAN acceleration and data deduplication technologies, you must deploy a pair of WAN
accelerators in your backup infrastructure.

e One WAN accelerator is deployed on the source site, closer to the source backup repository.
e The other one is deployed on the target site, closer to the target backup repository.

Technically, WAN accelerators add a new layer in the backup infrastructure — between the Veeam
transport service on the source backup repository and the Veeam transport service on the target
backup repository.
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WAN accelerators are dedicated components responsible for global data caching and data
deduplication. On each WAN accelerator, Veeam Backup & Replication installs the Veeam WAN
Accelerator Service responsible for WAN acceleration tasks.

On each WAN accelerator Veeam Backup & Replication creates the VeeamWAN folder containing the
following data:

e  The VeeamWAN folder on the source WAN accelerator stores files with digests required for
global deduplication. To learn more, see How It Works.

e  The VeeamWAN folder on the target WAN accelerator stores global cache data.

To create a WAN accelerator, you need to assign the WAN accelerator role to a specific machine. You
can use any 64-bit Windows-based machine in your environment, either physical or virtual. You can
even assign the WAN accelerator role to the existing backup proxies and backup repositories. The
machine that will perform the role of the target WAN accelerator must have enough free disk space to
store the global cache data.

WAN Global Cache

From the technical point of view, the global cache is a folder on the target WAN accelerator. By
default, global cache data is stored in the veeamwan folder on the disk with the most amount of space
available. However, you can define any folder of your choice when you configure the target WAN
accelerator.

By default, the size of the global cache is 100 GB. You can increase the size or decrease it if necessary.
The more space you allocate, the more repeating data blocks will be written to the global cache and
the more efficient WAN acceleration will be. It is recommended that you allocate at least 40 GB to the
global cache storage.

The global cache size is specified per source WAN accelerator. That is, if you plan to use one target
WAN accelerator with several source WAN accelerators, the specified amount of space will be
allocated for every source WAN accelerator that will be working with the target WAN accelerator and
the size of the global cache will increase proportionally.

The WAN global cache is actually a “library” that holds data blocks repeatedly going from the source
repository to the target repository. The global cache is populated at the first synchronization interval
of the backup copy job. The priority is given to data blocks of Windows-based OSes, other OSes like
Linux/Unix and standard applications such as Microsoft Exchange Server.
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Veeam Backup & Replication constantly maintains the global cache in the actual state. To do that, it
continuously monitors data blocks going over the WAN and data blocks in the global cache.

e If some new data block is constantly sent over the WAN, it is added to the global cache.

e If some data block in the global cache is not sent over the WAN and re-used for some period
of time, it is removed from the global cache to make room for new data blocks.

Veeam Backup & Replication also performs periodic consistency checks. If some data block in the
global cache gets corrupted, Veeam Backup & Replication removes it from the global cache.

The efficiency of the WAN acceleration increases with new every synchronization interval in the
backup copy job. During the first synchronization interval in the backup copy job, the WAN
acceleration level is minimal. Veeam Backup & Replication populates the global cache. With every new
synchronization interval, Veeam Backup & Replication updates the global cache to include the most
“popular” data blocks and the WAN acceleration efficiency increases.

How It Works

When you create a backup copy job, you can select to use WAN acceleration in its properties.
The procedure of backup copying with WAN acceleration enabled is performed in the following way:

1. Before processing the backup file with the backup copy job, Veeam Backup & Replication
uncompresses the backup file to analyze its content.

2. The Veeam WAN Accelerator Service on the source WAN accelerator analyzes data blocks of
the uncompressed backup file and creates a file with digests for these data blocks. The
created file with digests is stored to the VeeamWAN folder on the source WAN accelerator.

3. Veeam Backup & Replication compresses the backup file data and copies it to the target
backup repository. At this point, Veeam Backup & Replication can perform deduplication
within the VM itself — that is, deduplicate identical data blocks in every VM disk.

4. During the data transfer process, the Veeam WAN Accelerator Service on the target WAN
accelerator populates the global cache storage with data blocks from the copied backup file.

5. During the next synchronization interval, the Veeam WAN Accelerator Service on the source
WAN accelerator analyzes data blocks in the backup file that should be copied this time and
creates digests for these data blocks.

6. The Veeam WAN Accelerator Service compares the created digests with the digests that have
been previously stored to the VeeamWAN folder on the source WAN accelerator. If duplicate
data blocks are found, the actual block data in the backup file is not copied over the WAN.
Instead, it is taken from the global cache and written to the restore point in the backup copy
folder.

7. Additionally, Veeam Backup & Replication analyzes restore points that have been previously
copied to the target backup repository. If duplicates are found, Veeam Backup & Replication
does not copy such blocks over the WAN but takes them from the global cache.

As a result, Veeam Backup & Replication copies only new data blocks to the target backup repository
and uses data blocks that are already stored in the global cache.

Note If the target WAN accelerator is used by several backup copy jobs, the target backup repository may
already contain data blocks of the necessary VM type. In this situation, Veeam Backup & Replication
will copy the required data blocks to the global cache before the copying process starts and use these
data blocks further on. To learn more, see Many to One WAN Acceleration.
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Many to One WAN Acceleration

The WAN global cache can be used by several source WAN accelerators simultaneously. For example,
if you have several remote/branch offices, you can configure several source WAN accelerators in
remote sites and one target WAN accelerator in the head office.

In this case, the global cache will hold cache data for separate source WAN accelerators. The cache
data for every source WAN accelerator will be stored in a dedicated subfolder in the global cache
folder.
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When one target WAN accelerator is used by several source WAN accelerators, Veeam Backup &
Replication can copy data blocks between global cache subfolders created for them.

For example, you have two backup copy jobs: Job 7 and Job 2. The Job 1 uses the source WAN
accelerator Source 1 and the target WAN accelerator Target 3. The Job 2 uses the source WAN
accelerator Source 2 and the same target WAN accelerator Target 3. In the global cache folder, Veeam
Backup & Replication will create two subfolders: Source 7 and Source 2.

Imagine that the Job T processes a VM running Microsoft Windows 2008 R2 and it has been running
for some time. In the global cache, there is already data for this type of OS.

Now imagine that Job 2 should also process a VM running Microsoft Windows 2008 R2. When you
start the Job 2 for the first time, in its global cache subfolder there is no data for this type of OS. In such
situation, Veeam Backup & Replication will simply copy the necessary data block from the Source 1
cache folder to the Source 2 cache folder and will not transport this data block over the WAN.
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Note Beside using global cache of other WAN accelerator, Veeam Backup & Replication also utilizes backup
files residing on the backup repository. For example, if a backup repository contains a backup file
created with a backup job and the backup copy job starts copying a backup of a VM of the same type,
Veeam Backup & Replication will copy data blocks from the backup file to the global cache folder not

to transfer them over the WAN.

Data Block Verification

During the VM copy process, Veeam Backup & Replication performs a CRC check for the VM traffic
going between the source and target WAN accelerators. The CRC check helps ensure that the correct
VM data goes to the target side and no corrupted data blocks are written to the global cache or to

backup files in the target backup repository.
The check is performed in the following way:

1. Before sending a data block to the target side, Veeam Backup & Replication calculates a
checksum for the copied data block.

2. Once the data block is copied over the WAN and before it is written to the global cache or to
the target backup repository, Veeam Backup & Replication re-calculates the checksum for this
data block on the target side.

3. The source and target checksums are compared. If the checksums do not coincide, the target
WAN accelerator sends a request to the source WAN accelerator for the correct data block.

The source WAN accelerator re-sends the necessary data blocks to the target WAN accelerator
as is and the re-sent data block is written to the global cache or to the backup file on the

target backup repository on the fly.
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Tape Device Support

Long-term archiving and compliance are listed as primary reasons for using tape that appears to be
one of the most widely used media for off-site backup. Veeam Backup & Replication offers support for
tape devices allowing you to archive your data to tape and restore it from tape whenever needed.

Veeam Backup & Replication allows working with tape devices directly attached to the Veeam backup
server (for example, connected over Fibre Channel (FC), Serial Attached SCSI (SAS), SCSI) or remote
devices connected to the Veeam backup server via iSCSI (you can use Microsoft iSCSl initiator to
establish the connection).

Both physical and virtual tape libraries and standalone drives are supported.

Archiving to Tape

With Veeam Backup & Replication, you can archive to tape both backup files stored in backup
repositories and regular files you might want to write to tape, such as Windows and Linux files.
Veeam Backup & Replication supports file backup from any server which has been added as a
managed server to the Veeam Backup console (that is, Windows or Linux server, including physical
boxes). You can also archive files residing on NAS devices.

The archiving options include the following ones:

e Backup to tape jobs. This option allows you to archive to tape media backups created by
Veeam Backup & Replication. Using backup to tape jobs, you can implement the ‘3-2-1"
backup approach (3 copies, 2 types of media, 1 off-site location) considered as a best practice
for data protection and disaster recovery. Veeam Backup & Replication provides flexible
retention and scheduling settings that help automate backup archiving.

e Files to tape jobs. This option allows you to archive to tape media files from Windows and
Linux servers connected to Veeam backup server. You can create both full and incremental
backups of files on tape.

Veeam Backup & Replication uses the MTF (Microsoft Tape Format) industry format to write data to
tape.

Restoring from Tape
Veeam Backup & Replication offers multiple options for restoring data from tape:

e Restoring backup files from tape to disk. You can also restore full backups or even backup
chains to a repository or any location of your choice. The restored backup is registered in the
Veeam Backup & Replication console so that you can work with it and use it for any restore
scenario later on. To learn more, see Restoring Backups from Tape.

e Restoring VMs from tape into the virtual infrastructure. You can restore an entire VM from
backup archive on tape. Veeam Backup & Replication supports all options available for
regular full VM recovery, including selecting a restore point, choosing target location,
changing VM configuration settings and so on. To learn more, see Restoring VMs from Tape
to Virtual Infrastructure.

e Restoring files and folders from tape to the original location or to another directory.
Flexible recovery options allow you to recover files or folders back to the original location or
another server, preserving ownership and access permissions. To learn more, see Restoring
Files from Tape.
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How It Works

To back up data to the tape media and restore from tape archives, Veeam Backup & Replication uses
several components:

1. Source. The source is the initial location where backup files or regular files you want to
archive to tape reside. This can be a backup repository where Veeam backups are stored or a
Windows or Linux server hosting files that should be archived.

2. Data path. During archiving and restore processes, data is transferred between two terminal
points; the process is controlled by two Veeam Transport services:

7

*  Source-side transport service communicates with the source (backup repository or
server hosting the files) and initiates reading data from that source.

o,

< Target-side transport service runs locally on the Veeam backup server machine to
which a tape device is connected; it initiates writing data to the tape device.

The transport services are responsible for the following operations:

% Archiving files and folders from Windows and Linux servers or Veeam backup files
from backup repository to the specified media in the tape library.

7

++ Restore of files and folders or Veeam backup files recorded on tape and placing
them in the backup repository or folder. Virtual machines can be then restored
through Veeam Backup & Replication recovery capabilities.

3. Veeam backup server. The core component in the backup infrastructure that manages all
operations, schedules and executes the jobs.

4. Tape device. Physical tape library, a virtual tape library or a stand-alone tape drive. The tape
device should be located in the same site with the Veeam backup server. Connection
between them is established directly (using FC/SAS/SCSI) or over the network (using iSCSI).

5. Veeam Backup database. This component is used to store the following tape-related data:

+ Tape Catalog stores files/folders archived to tape media, as well as VBK and VIB
backup files. It is updated during file-to-tape and VM-to-tape jobs. The content of
the Tape Catalog can be examined under the Tape node in the Files view.

«* Backup Catalog stores information about VMs whose backups were archived to
tape media. The content of the Backup Catalog is updated during VM-to-tape jobs
and can be examined under the Backups > Tape node in Backup & Replication
view.
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VM Backup to Tape

When Veeam backup server executes a VM Backup to Tape job (started manually or on schedule), it
performs the following operations:

1. Veeam Backup & Replication enumerates backup files using the Backup Catalog in the Veeam
Backup & Replication database to detect if any data has been modified since the latest
backup. Detected changes are queued for archiving.

2. Veeam Backup & Replication connects to transport services and starts the data transfer
process.

3. Transport services take over from this point. The source transport gets data from the backup
repository and target transport service controls recording to tape.

4. While tape recording is performed, Veeam Backup service updates data in the Backup Catalog
and Tape Catalog in Veeam Backup database. The Veeam Backup console displays refreshed
information about VM-to-tape backups and shows job statistics.
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File Backup to Tape

With file backup to tape, you can archive files and folders from Windows or Linux machines added to
your backup infrastructure. When a File to Tape job runs, the process goes in a similar way:

1.

Veeam Backup & Replication scans the file system to detect file’s latest modification date and
compares it to the information stored in the database. If the file has been changed since last
stored backup, this means it is necessary to archive the latest changes to tape.

Veeam Backup & Replication connects to transport services and starts data transfer process.
Veeam transport services take over from that point, obtaining files from their host (Windows
or Linux server) and recording them to tape.

While archiving to tape, Veeam Backup service updates Tape catalog data in the Veeam
Backup database.

The Veeam Backup console displays refreshed information about file-to-tape backups and
shows job statistics.
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Data Cataloging

To facilitate and streamline recovery from tape, Veeam Backup & Replication catalogs information
about all archived backup and file content and stores this data in the Veeam Backup & Replication
database. The catalog includes up-to-date information on the backup sets on tape and is updated
with every backup to tape or files to tape job session.

With data cataloging, Veeam Backup & Replication quickly detects location of the required items on
tape, regardless of whether the tape is online or offline, which helps restore data from tape much
quicker when necessary.
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This section describes the background information that you should be aware of before building your
data protection infrastructure using Veeam Backup & Replication.

Prerequisites

e Veeam Backup & Replication requires .NET Framework 4. If it is not available, the Veeam
Backup & Replication setup will install it on your computer.

e Veeam Backup & Replication uses SQL Server instance installed either locally or remotely. In
case it is not installed, the Veeam Backup & Replication setup will install Microsoft SQL Server
2008 R2 Express on your computer. If a Microsoft SQL Server instance has already been
installed by the previous version, Veeam Backup & Replication will connect to the existing
database, upgrade it (if necessary) and use it for work.

e Veeam Backup & Replication 7.0 setup performs configuration check to determine if all
prerequisite software is available on the machine where you are installing Veeam backup
server. If some of the required software components are missing, the setup wizard will offer
you to install missing software automatically. You can accept automatic installation, or deploy
the missing software manually and then re-check the configuration.

Requirements
This section covers the list of system requirements to the VMware vSphere environment,

Veeam Backup & Replication console, virtual machines and backup targets, necessary rights and
permissions, as well provides information on ports used by Veeam Backup & Replication.

Platform Support

Veeam Backup & Replication provides full support for the VMware vSphere virtualization platform.

Virtual Infrastructure

VMware vSphere 5.0, 5.1
Platform VMware vSphere 4.x

VMware Infrastructure 3.5

ESXi 5.0, 5.1
ESX(i) 4.x
Hypervisor
ESX(i) 3.5
Free ESXi is not supported
vCenter Server 5.0, 5.1
Management

. Center Server 4.
Server (optional) v verax

Virtual Center 2.5
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Virtual Machines

All types and versions of virtual hardware are supported, except raw disk mapping

(RDM) in physical mode and independent disks.
Hardware
You can use disk exclusion functionality to exclude some of the unsupported disks

from backup.

Any OS supported by VMware vSphere.

Application—aware image-level processing option is supported on Microsoft

Windows XP x86, Microsoft Windows 2003, Microsoft Windows Vista, Microsoft

Windows 2008, Microsoft Windows 2008 R2, Microsoft Windows 7, Microsoft
(o1 Windows 8 and Microsoft Windows Server 2012.

Windows file-level restore option is supported on NTFS, FAT, FAT32 and ReFS file
systems (ReFS is supported only if Veeam Backup & Replication is installed on
Windows 2012 Server). To restore files from non-Windows guests (Linux, Solaris, BSD,
Novell Netware), use the Multi-OS File Level Restore wizard.

VMware Tools all latest service packs and patches (required for application-aware

Software . .
image-level processing).

vCloud Director

vCloud Director VMware vCloud Director 5.1
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System Requirements

To ensure successful usage of Veeam Backup & Replication, the following system requirements should
be met:

Veeam Backup Server
Specification ‘ Requirement

CPU: any modern x64 processor (minimum 2 cores recommended)
RAM: 4 GB

HDD: 2 GB on the system disk (required to extract all components from the setup
package during the product installation). 1 GB per 500 VM for guest file system
catalog folder (persistent data). Sufficient free disk space for Instant VM Recovery
cache (non-persistent data, at least 10GB recommended).

Hardware

Network: 1 Gbps recommended for onsite backup. 1 Mbps or faster WAN for offsite
backup and replication. High latency links are supported, but TCP/IP connection
must not drop.

Only 64-bit versions of the following operating systems are supported:

e  Microsoft Windows Server 2008 SP2
0S e Microsoft Windows Server 2008 R2 SP1
e  Microsoft Windows 7 SP1
e  Microsoft Windows 8
e  Microsoft Windows Server 2012
During the setup, the installer will perform system configuration check to determine
if all prerequisite software is available on the machine where you are installing
Veeam backup server. If some of the required software components are missing, the
setup wizard will offer you to install missing software automatically. This refers to:
e  Microsoft .NET Framework 4.0 (included in the setup)
Software e  Microsoft SQL Server Management Objects
e  Microsoft SQL Server System CLR Types

e  Microsoft Visual C++ 2010 Service Pack 1 redistributable package
The following software needs to be installed manually:
e  Microsoft PowerShell 2.00 (required for PowerShell snap-in).

Local or remote installation of the following versions of Microsoft SQL Server are
supported:

e Microsoft SQL Server 2005 (Full and Express Edition)

SQL Database e  Microsoft SQL Server 2008 (Full and Express Edition)
e  Microsoft SQL Server 2008 R2 (Full and Express Edition; Express Edition is
included in the setup)
e  Microsoft SQL Server 2012 (Full and Express Edition)
Note Due to its limitations, Microsoft SQL Server Express Edition should only be used for evaluation

purposes or in case of a small-scale production environment. For environments with a lot of VMs, it is
necessary to install a fully functional commercial version of Microsoft SQL Server.
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VMware Backup Proxy

CPU: any modern x86/x64 processor (minimum 2 cores recommended)

RAM: 2 GB RAM + 500MB per each concurrent task. Using faster memory (DDR3)
improves data processing performance.

Hardware HDD: 200 MB free disk space

Network: 1 Gbps recommended for onsite backup. 1 Mbps or faster WAN for offsite
backup and replication. High latency links are supported, but TCP/IP connection
must not drop.

Both 32-bit and 64-bit versions of the following operating systems are supported:

e  Microsoft Windows XP SP3
e Microsoft Windows Server 2003 SP2
e Microsoft Windows Vista SP2

0s e  Microsoft Windows Server 2008 SP2
e  Microsoft Windows Server 2008 R2 SP1
e  Microsoft Windows 7 SP1
e  Microsoft Windows 8
e  Microsoft Windows Server 2012
Backup Repository

CPU: any modern x86/x64 processor
RAM: 4 GB

HDD: 200 MB for Veeam Backup & Replication components and sufficient disk space
Hardware to store backup files and replicas (high-RPM drives and RAID10 configuration
recommended)

Network: 1 Gbps recommended for onsite backup. 1 Mbps or faster WAN for offsite
backup and replication. High latency links are supported, but TCP/IP connection
must not drop.

Both 32-bit and 64-bit versions of the following operating systems are supported:

e Linux (SSH and Perl required)

e  Microsoft Windows XP SP3

e  Microsoft Windows Server 2003 SP2
oS e Microsoft Windows Vista SP2

e  Microsoft Windows Server 2008 SP2

e  Microsoft Windows Server 2008 R2 SP1

e  Microsoft Windows 7 SP1

e  Microsoft Windows Server 2012

e  Microsoft Windows 8
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WAN Accelerator

CPU: any modern x64 processor (minimum 2 cores recommended)
RAM: 8 GB
Hardware HDD: minimum 50 GB for WAN accelerator cache

Network: 1 Gbps recommended for onsite data transfer. 1 Mbps or faster WAN for
offsite data transfer. High latency links are supported, but TCP/IP connection must
not drop.

Only 64-bit versions of the following operating systems are supported:

e  Microsoft Windows Server 2003 SP2
e  Microsoft Windows Vista SP2
oS e Microsoft Windows Server 2008 SP2
e  Microsoft Windows Server 2008 R2 SP1
e  Microsoft Windows 7 SP1
e  Microsoft Windows 8
e  Microsoft Windows Server 2012

Veeam Backup Enterprise Manager Server
Specification ‘ Requirement

CPU: any modern x64 processor
RAM: 4 GB

Hardware HDD: 2 GB on the system disk (required to extract all components from the setup
package during the product installation).

Network: 1 Gbit/sec recommended

Only 64-bit versions of the following operating systems are supported:

e Microsoft Windows Server 2008 SP2
oS e Microsoft Windows Server 2008 R2 SP1

e  Microsoft Windows 7 SP1

e  Microsoft Windows 8

e  Microsoft Windows Server 2012

e  Microsoft NET Framework 4 (included in the setup), with update 4.0.3
(http://support.microsoft.com/kb/2600211)

e  Microsoft SQL Server Management Objects

e Microsoft SQL Server System CLR Types

e Microsoft Visual C++ 2010 Service Pack 1 redistributable package

e Microsoft Internet Information Services 7.0 or later (during setup, the
following components are installed automatically: Default Document
Component, Directory Browsing Component, HTTP Errors Component,
Static Content Component, Windows Authentication Component).

Software Note: If the above components are not installed, they can be deployed automatically

during the setup

Internet Explorer 9.0 or later, latest versions of Mozilla Firefox and Google Chrome
are supported; the browser needs to have JavaScript enabled.

Microsoft Excel 2003 or later (to view report data exported from Veeam Backup
Enterprise Manager).
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Specification ‘ Requirement

Local or remote installation of the following versions of Microsoft SQL Server are
supported:

e Microsoft SQL Server 2005 (Full and Express Edition)
e  Microsoft SQL Server 2008 (Full and Express Edition)

e  Microsoft SQL Server 2008 R2 (Full and Express Edition; Express Edition is
included in the setup)

e  Microsoft SQL Server 2012 (Full and Express Edition)

SQL Database

Veeam Backup Search
Specification ‘ Requirement
Hardware Refer to corresponding Microsoft Search Server version system requirements

Both 32-bit and 64-bit versions of the following operating systems are supported:

oS e Microsoft Windows Server 2003 SP2
e  Microsoft Windows Server 2008 SP2
e  Microsoft Windows Server 2008 R2 SP1

e Microsoft Search Server 2008 (including Express edition)
e Microsoft Search Server 2010 (including Express edition)

Software

Veeam Explorer for Exchange
Specification ‘ Requirement

Veeam Explorer for Exchange only supports database files (.edb) created with
Microsoft Microsoft Exchange 2010 and Microsoft Exchange 2013.

Exchange To open database files, Veeam Explorer for Exchange requires a service dynamic link
library (ese.dll) which is installed together with Microsoft Exchange.

Restore of folders and items to their original location is available to users of Veeam
Backup & Replication Enterprise Edition only.

Software If you plan to export folders and items as Personal Folder Files (.pst), you should have

a 64-bit version of Microsoft Outlook 2010 installed on the Veeam Backup &
Replication server.

Veeam Explorer for SharePoint

Specification ‘ Requirement

Veeam Explorer for SharePoint currently supports primary content database files
Microsoft (.mdf), secondary and log files (.Idf) and remote BLOB stores created with Microsoft
SharePoint SharePoint Server 2010 (Foundation, Server and Enterprise editions), virtualized on
VMware or Hyper-V platform.

The staging Microsoft SQL Server must run on the machine where Veeam Explorer
for SharePoint is installed (that is, on the machine running Veeam backup server).

The staging system must run the same or a later version of Microsoft SQL Server as
Staging SQL Server the server that hosts restored Microsoft SharePoint content databases.

Note: As the staging system, you can use the Microsoft SQL Server Express 2008 R2
SP1 that is shipped with the Veeam Backup & Replication setup. However, consider
that content databases that exceed 10 GB cannot be attached to this SQL Server.
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Required Permissions

The accounts used for installing and using Veeam Backup & Replication should have the following
permissions:

Account ‘ Required Permission

Local Administrator permissions on the Veeam backup server to install Veeam Backup

Setup Account & Replication

Root permissions on the source ESX(i) host.
Target/Source Root (or equivalent) permissions on Linux backup repository.
Host Permissions Write permission on the target folder and share.

If vCenter Server is used, administrator credentials are required.

The account used to run Veeam Backup Management Service must have database
owner role for the VeeamBackup database on the SQL Server instance.

SQL Server
The account used to run Veeam Backup Enterprise Manager must have database
owner role for the VeeamBackupReporting database on the SQL Server instance.
Local Administrator permissions on the Veeam Backup Enterprise Manager server to

Veeam Backup install Veeam Backup Enterprise Manager.

Enterprise

Manager To be able to work with Veeam Backup Enterprise Manager, users should be
assigned the Portal Administrator, Restore Operator or Portal User role.

Veeam Backup Local Administrator permissions on the Microsoft Search Server to install Veeam

Search Backup Search

Full access to Microsoft Exchange database and its log files for item recovery. The
account you plan to use for recovery should have both read and write permissions to

Veeam Explorer all files in the folder with the database.
for Exchange
Access rights can be provided through impersonation, as described in the

Configuring Exchange Impersonation article.

The account used for working with Veeam Explorer for SharePoint requires
membership in the sysadmin fixed server role on the staging Microsoft SQL Server.

The account used for connection with target SharePoint server where document

Veeam Explorer item(s)/list will be restored needs the following:

for SharePoint e If permissions of the item being restored are inherited from the parent
item (list) - Full Control for that list is required.
e If permissions are not inherited, and restored item will replace an existing
item - then Contribute for the item and Full Control for its parent list are
required.
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Used Ports

This section covers typical connection settings for the Veeam Backup & Replication components.

Veeam Backup Server Connections

The following table describes network ports that must be opened to ensure proper communication of
the Veeam backup server with other infrastructure components.

From ‘ To ‘ Protocol ‘ Port ‘ Notes

Default VMware web port that can be

vCenter Server HTTPS 443 customized in vCenter settings

Default VMware web port that can be
HTTPS 443 customized in ESX host settings. Not
required if vCenter connection is used.

ESX(i) server TCP 902 VMware data mover port.

Default SSH port used as a control
TCP 22 channel, only for jobs with a full ESX
target with the console agent enabled.

Port used as a control channel from

Linuxserver ep 22 the console to the target Linux host.
:’Iee:m TCP 135,137 Ports required for deploying
ackup server to 139, Veeam Backup & Replication
ubDP
445 components.
TCP 6160 Default port gsed by the Veeam
Installer Service.
Windows TCP 6162 Default port used py the Veeam
Backup Proxy Service.
server
Default port used by the Veeam
ep 6161 vPower NFS Service.
111 Standard NFS ports.
TCP ! Note: If ports 2049 and 1058 are
2049+, R .
UDP occupied, the succeeding port
1058+ )
numbers will be used).
Default range of ports used as
Veeam backup 2500 to transmission channels for jobs writing

Linux server TCP to Linux target. For every TCP
server 5000 . .
connection that a job uses, one port

from this range is assigned.
Default range of ports used as
. transmission channels for jobs writing
Windows IR TCP 250010 to Windows target. For every TCP

rver server 5000 . .
serve connection that a job uses, one port
from this range is assigned.
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Backup Proxy Connections

The following table describes network ports that must be opened to ensure proper communication of
backup proxies with other infrastructure components.

e e e

VMware
Backup Proxy

VMware
Backup Proxy

Linux server

Windows
server

VMware
Backup Proxy

Communication with VMware Servers

Default VMware web service port

vCenter Server HTTPS 443 that can be customized in vCenter
settings.
TCP 902 VMware data mover port.
Default VMware web service port
ESX(i) server Y ware w vicep

that can be customized in ESX host
settings. Not required if vCenter
connection is used.

HTTPS 443

Communication with Backup Repositories

Port used as a control channel from

Linux server TCP 22 the backup proxy to the target Linux
host.
Shared folder TCP 135,137 to Ports used as a transmission channel
CIFS (SMB) UDP 139, 445 from the backup proxy to the target
share ' CIFS (SMB) share.
Default range of ports used as
transmission channels for backup
VMware TCP 250010 jobs. For every TCP connection that
Backup Proxy 5000 . )
a job uses, one port from this range
is assigned.
Default range of ports used as
VMware 2500 to Fransm|55|on channels for bgckup
TCP jobs. For every TCP connection that
Backup Proxy 5000 . .
a job uses, one port from this range
is assigned.

Communication with Backup Proxies

Default range of ports used as
transmission channels for
ey TCP s replication jobs. For every TCP
Backup Proxy 5000 - .
connection that a job uses, one port
from this range is assigned.
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WAN Accelerator Connections

The following table describes network ports that must be opened to ensure proper communication
between WAN accelerators.

Communication with Veeam Backup Server

Default port used by the Veeam

WAN accelerator TCP 6160 .
Veeam backup C—— Installer Service.
server target)
9 TCP 6164 Controlling port for RPC calls.
Communication with Backup Repositories
Default range of ports used by
WAN o data tran'sport services for '
- transferring files of a small size
Accelerator repository 2500 to
TCP such as .nvram, .vmx, .vmxf,
(source and (source and 5000 B
— — GuestIndexData.zip and others. A
9 9 port from the range is selected
dynamically.
Communication Between WAN Accelerators
TCP 6164 Controlling port for RPC calls.
WAN WAN Default port used for data
accelerator accelerator translfer betwlt_:een WAI;:. )
accelerators. Ensure this port is
ez 6165 open in firewall between sites
where WAN accelerators are
deployed.
VM Guest OS Connections

The following table describes network ports that must be opened to ensure proper communication of
the Veeam backup server with the runtime coordination process deployed inside the VM guest OS for
application-aware image processing and indexing.

From ‘ To ‘ Protocol ‘ Port ‘ Notes
1025 to 5000 Dynamic RPC port range used by
Runtime (for Windows the runtime coordination
Veeam coordination 2003) process deployed inside the VM
backub server process inside TCP guest OS for appllcatlon-aware
P the VM guest 49152-65535 image processing (when
oS (for Windows working over network, not over
2008) VIX API).*

*If you use default Windows firewall settings, you do not need to configure dynamic RPC ports: during
setup, Veeam Backup & Replication automatically creates a firewall rule for the runtime process. If you
use firewall settings other than default ones or application-aware image processing fails with the “RPC
function call failed” error, you need to configure dynamic RPC ports. For more information, see
http://technet.microsoft.com/en-us/library/cc732839(WS.10).aspx.
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Veeam Backup Enterprise Manager Connections

The following table describes network ports that must be opened to ensure proper communication of
Veeam Backup Enterprise Manager with other components.

Veeam
Backup
Enterprise
Manager

1S
extension

Browser

Enterprise
Manager
Web API
Client

Veeam
Backup
Server

Microsoft
Search
Server

Veeam
Backup
Enterprise
Manager

IS
extension

Enterprise
Manager
Web API

TCP

TCP

TCP

HTTP

HTTPS

HTTP

HTTPS

9392

9393

2500 to
2600

9395

9393

9394

9080

9443

9399

9398

Default port used by Veeam Backup Enterprise
Manager for collecting data from Veeam backup
servers. Can be customized during Veeam Backup
& Replication installation.

Default port used by the Veeam Backup Catalog
Service for catalog replication. Can be customized
during Veeam Backup & Replication installation.

Ports used by the Veeam Backup Catalog Service
for replicating catalog data.

Default port used by the Veeam Backup Search
service integration component. Can be
customized during Veeam Backup Search
installation.

Default port used to enable file search. Can be
customized during Veeam Backup Enterprise
Manager installation.

Default port used by IIS extension to
communicate with Veeam Backup Enterprise
Manager. Can be customized during Veeam
Backup Enterprise Manager installation.

Default ports used to communicate with the
website. Can be customized during Veeam
Backup Enterprise Manager installation.

Default HTTP and HTTPS ports used to
communicate with Veeam Backup Enterprise
Manager Web API. Can be customized during
Veeam Backup Enterprise Manager installation.
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Veeam U-AIR Wizards Connections

The following table describes network ports that must be opened to ensure proper communication of
U-AIR wizards with other components.

Default port used for communication

Veeam Backup with Veeam Backup Enterprise
Enterprise TCP 9394 Manager. Can be customized during
Manager Veeam Backup Enterprise Manager
U-AIR installation.
Wizards
Local Default port used for interaction
. between the U-AIR wizard and Session
inter-process TCP 9396 . .
communication Manager running on thg machlne
where the U-AIR wizard is installed.
Note During installation, Veeam Backup & Replication automatically creates firewall rules for default ports

to allow communication for the application components.

Hardware Recommendations

e  Using faster processors configuration on the Veeam Backup & Replication console generally
improves the backup performance. We recommend installing Veeam Backup & Replication on
powerful computers with multi-core processors (Intel Core Duo/Quad, AMD Phenom X2/X4).

e You can additionally improve the backup speed by ensuring that a backup file is saved to the
fast storage (high-RPM hard drives, RAID10 configurations).
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This section describes the procedure for installing, upgrading and removing Veeam Backup &
Replication. You will also find here information about Veeam Backup & Replication licensing,

differences between product editions and functionality modes and Veeam Backup & Replication
interface.

Installing Veeam Backup & Replication

Before you begin the installation process, take the following steps to prepare for deployment:

e Check platform-specific and system requirements. Make sure the computer on which

Veeam Backup & Replication is to be installed meets the system requirements. For details, see
System Requirements.

e Check account permissions. Make sure all accounts you will be using have sufficient
permissions. You will not be able to use Veeam Backup & Replication successfully if the
accounts do not have required permissions. For details, see Required Permissions.

e Check ports. Communication between components requires a number of ports to be open.
Carefully plan your backup strategy and infrastructure layout. For details, see Used Ports.

To install Veeam Backup & Replication, follow the next steps:

Step 1. Start the Setup Wizard

Download the latest version of Veeam Backup & Replication installation image from
www.veeam.com/downloads.

1. Mount the installation image using disk image emulation software, or burn the downloaded
*iso image file to a blank CD/DVD or. If you are installing Veeam Backup & Replication on a
virtual machine, use built-in tools of the virtualization management software to mount the
installation image to the virtual machine.

2. After you mount or insert the disk with Veeam Backup & Replication setup, Autorun will open
a splash screen with installation options.

If Autorun is not available or disabled, run the Setup . exe file from the CD/DVD disk.
Alternatively, you can right-click the new disk in My Computer and select Execute Veeam

Backup & Replication Autorun, or simply double-click the new disk to launch the splash
screen.
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close

Veeam Backup & Replication

Veeam® o Veeam® .
Backup & Replication” Backup Enterprise
Manager-

@ install @ install

Documentation Training

& |learn more ¥ start training

3. Click the Install link in the Veeam Backup & Replication section of the splash screen.

4. Onthe Welcome step of the wizard, click Next to start the installation.

Important! Itis strongly recommended to run the setup using Autorun. Otherwise (if you use other installation
files from CD/DVD folders), you may miss some components that need to be installed and

Veeam Backup & Replication will not work as expected.

Step 2. Read and Accept License Agreement

To install Veeam Backup & Replication, you must accept the license agreement. Read the license
agreement, select the | accept the terms in the license agreement option and click Next.

158 |Veeam Backup & Replication for VMware | USER GUIDE | REV 3



License Agreement

Please read the Following license agreerment carefully. E-N

Veeam Software {"Jeeam™) ~
End User Software License Agreement ("EULA™) |:|

IMPORTANT - READ CAREFULLY

This ELILA is a legally hinding agreement between licensee end user ("End User") and
Weeam setting forth the terms and conditions governing the use and operation of Yeeam's
proprietary computer software products the "Softwara™ and the written technical
specifications for the use and operation ofthe Software {the "Documentation. Where the
sense and context permit, references in this ELULA t0 the Software include the
Documentation. By downloading and installing, copying or otherwise using the Software,
andfor otherwise accepting this ELILA, End User agrees to be bound by the terms and

R P S TR PR T TR P X = S I I R

w

O Y R U T TR DU T T TR |

(®) 1 accept the terms in the license agreement

() 1do nat accept the terms in the license agreement

< Back || Mexk = || Cancel

Step 3. Provide a License File

You can install Veeam Backup & Replication with a trial license that was sent to you after registration, a

purchased full license or without any license at all. In the latter case, Veeam Backup & Replication will
be run in the free functionality mode.

To install a license, click Browse and select a valid license file for Veeam Backup & Replication.

Provide License

Provide license file For Veeam Backup & Replication.

License file For Yeeam Backup & Replication:

|C:'|,Users'l,Administrator'l,Desktop'l,veeam_backup_enterpriseJJIus.Iic | | Browse. .. |

If wou dont have a license file, just click Mext {the software will operate in Free Edition made),

| < Back || Texk = || Cancel |

To learn about obtaining a license file, see Veeam Backup & Replication Licensing.

Note If a valid license file has been previously installed on the machine, the setup wizard will inform you
about it. In this case, you can skip this step and move forward.
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Step 4. Select Components
Select the components you want to install. The Veeam Backup & Replication setup includes the
following components:

e Veeam Backup & Replication

e Veeam Backup Catalog responsible for indexing VM guest OS files

e Veeam Backup PowerShell snap-in for automating backup and replication activities via
scripts. Note that the Veeam Backup PowerShell component is disabled by default. To be able
to install it, you need to install the Windows Management Framework Core package first.

If necessary, you can change the installation folder.

Note Veeam Backup & Replication requires Microsoft .NET Framework 4 and Microsoft SQL Server (NET
Framework 4 and Microsoft SQL Server 2008 R2 Express are included in the setup). If you plan to
install these components with the setup, you should have at least 2 GB of free space on the system
disk.

Program features N ]
Select the program Features vou want to be installed, I_!.N

‘eeam Backup & Replication Carmponent description
Veean Backup Catalog Weeam Backup &

‘eeam Backup & Replication Powershell S0k Replication is
enterprise-ready solution
that combines backup
and replication in a single
product For Fast recovery
of vour YMware vSphere
and Microsoft Hyper-¥
environments.

Install to: |C:'|,Pr0gram FilesyYeeam|Backup and Replication), | | Browse. .. |

Mext = || Cancel |

The setup will also install the following components in the silent mode:
e Veeam Explorer for Exchange
e Veeam Explorer for SharePoint
e HP StoreServ Plug-in
e HP StoreVirtual Plug-in

These components do not require additional licenses; they are integrated with Veeam Backup &
Replication. Veeam Explorer for Exchange and Veeam Explorer for SharePoint can be launched either
from the management console or from the Start menu. Refer to the product documentation for
details.

Before proceeding with the installation, the setup wizard will perform a system configuration check to
determine if all prerequisite software is available on the machine.

e To learn what software is required for the installation, see the System Requirements section.

e If some of the required software components are missing, the wizard will offer you to install
missing software automatically.
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o Toinstall missing software components in the current session without interrupting
the setup, click the Install button.

o Ifyou cancel automatic installation, you should install and enable the missing
software manually; otherwise, you will not be able to proceed to the next step.
When all required software is installed, click Re-run to repeat verification.

System Configuration Check

Please wait while setup is checking wour system for potential installation problems,

Action Skatus
Microsoft Visual C++ 2010 Service Pack 1 Redistributable Package e Passed

Microsoft SOL Server System CLR Types a Passed

Microsaft SQL Server 2012 Management Objects @ Passed

Re-run

< Back || Mext = || Cancel |

Step 6. Select a SQL Server Instance

At this step, you should select an SQL Server instance on which the Veeam Backup & Replication
database should be created or choose to install a new SQL Server instance.

e If the SQL Server is not installed, select the Install new instance of SQL Server option.

e Ifthe SQL Server is already installed, select the Use existing instance of SQL Server option.
Enter the instance name in the HOSTNAME\INSTANCE format. In the Database field, specify
the name of the database to be used.

The user account under which the installation is being performed should have sufficient rights to log
on to the selected SQL Server instance using Windows integrated authentication and create a
database on the selected instance.

SQL Server Instance

Choose STL Server instance to create Veeam Backup & Replication database on,

() Install new instance of SOL Server {localhost\WEEAMSOLZ008RZ)
® Use existing instance of SQL Server
S0L server and instance (HOSTNAMEVINSTAMCE):
[VEEAMBACKLIP|SQLEXPRESS v| | Browse...

Specify Yeeam Backup & Replication database or use the default one:

|VeeamBackJ_|p

< Back || Texk = || Cancel
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In case the Veeam Backup & Replication database already exists on the SQL Server instance (that is, it
was created by the previous installations of Veeam Backup & Replication), the setup will display a
warning notifying about it. Click Yes to connect to the detected database. If necessary, the existing
database will be upgraded to the latest version.

Selected 3QL Server instance already has Veearn Backup & Replication
configuration database present,

Click "es" to connect this Weearm Backup & Replication installation to
the existing database,

If required, database will be automatically upgraded to the latest
wersion,

Step 5. Specify Service Account Credentials

Enter the administrative credentials of the account under which you want to run the Veeam Backup
Service. The user name should be specified in the DOMAIN\USERNAME format. This user account must
have:

e Database owner rights for the Veeam Backup & Replication database on the SQL Server
instance

e Full control NTFS permissions on the VBRCatalog folder where index files are stored.

The Log on as right will be automatically granted to the specified user account.

Service Account Credentials

Specify Yeeam Backup & Replication service account credentials,

~ - Enter the user name in the DOMAIMUISERMAME Format. The supplied user account rust
‘?f “ have database owner rights to the Yeeam Backup & Replication database on the SGL
! Server instance and Full Contral NTFS permissions on the catalog Folder.

User name: |VEE.¢\M'|,administrator v|| Browse. ..

Password: |oo.o.oo.o.| |

< Back || Texk = || Cancel

Step 7. Specify Service Ports

If required, update the port numbers to be used by the following components:
e Veeam Backup Service (default value is 9392)

e Veeam Backup Catalog Service (default value is 9393)
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Port Configuration
Specify port configuration ko be used by Yeeam Backup & Replication.

Veeam Backup service port; (9392
Catalog service port: Q393

< Back || Mexk = || Cancel

Step 8. Specify Directories

In the vPower NFS section, specify the folder to which instant VM recovery write cache will be stored.
The default location is C: \ProgramData\Veeam\Backup\NfsDatastore. Please note that the
selected volume should have at least 10 GB of free disk space.

Specify the name and destination for the catalog folder where index files should be stored. The default
locationis C: \VBRCatalog.

Directory Configuration Al

Specify rook Folders For guest file swstem catalog {persistent data) and wPower NFS {non- E-N
persistent data), Using designated wolume is highly recommended,

vPower NFS

Root Folder:

\' C:\ProgramDatalveeam|BackupiifsDatastare),

Instant ¥M Recovery write cache will be stored in this Folder, Make sure the selected volume has at
lzast 10GE of free disk space available ta prevent recovered YMs From stopping.

Guest file system catalog

Root Folder:
k' CWBRCatalog),

< Back. || Mext = || Cancel |

Step 9. Begin Installation

Finally, review the installation settings. You can go back, review and modify previous steps using the
Back button. If you are sure that all settings are configured correctly, click Install to begin the
installation.

When the installation completes, click Finish to exit the setup wizard. You can now start
Veeam Backup & Replication.
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Ready to Install

The wizatd is ready bo beqgin the installation,

Weearn Backup & Replication will be installed with the Follawing configuration:

Installation Folder: C:\Program Files\Yesam\Backup and Replication),
S0L Server: YEEAMBACKIUPYSOLEXPRESS

Database name: YeearBackup

Service account: VEEAM administrator

Catalog service port: 9393

Service port: 9392

wPawer MFS Root Folder: C:\ProgramDatalveeamBackupiifsDatastare),
Gauest file system catalog: CAWBRCatalogh

Click Install to begin the installation.

« Back || Install || Cancel

Upgrading Veeam Backup & Replication

Upgrade to version 7.0 is supported for Veeam Backup & Replication 6.0, 6.1, and 6.5. To perform
upgrade, run the Veeam Backup & Replication setup file. For details on the upgrade procedure, refer
to Veeam Backup & Replication 7.0 Release Notes on the resources page.

Before You Upgrade

e When you upgrade the product, the Veeam Backup & Replication database gets upgraded,
too, and becomes available for usage with the newly installed version. It is strongly
recommended that you perform backup for the Veeam Backup & Replication database before
upgrading the product. In this case, you will be able to easily go back to a previous version in
case of issues with upgrade. To perform database backup, you can use the native Microsoft
SQL tools. If you are upgrading from version 6.5, make sure your existing Veeam Backup &
Replication configuration was backed up, as described in product documentation. If you are
upgrading from version 6.5, you can perform configuration backup.

e InVeeam Backup & Replication 7.0, support for legacy replica jobs is discontinued. Before
upgrade, it is strongly recommended to remove legacy replica jobs or re-create and re-run
them with Veeam Backup & Replication 6.x. Remove from inventory replica VMs that were
created with legacy replica jobs. If legacy replica jobs or replica VMs created with such jobs
are detected, upgrade will fail.

e Inversion 7.0, installation of Veeam Backup & Replication server component on a number of
operating systems is no longer supported. If your current version of
Veeam Backup & Replication server runs on an OS that is no longer supported, it is
recommended to install Veeam Backup & Replication 7.0 on a machine with a supported OS.
However, if you want to keep your current configuration, you can follow the instructions
provided in section Upgrade for OSs with Discontinued Support. For details on supported
platforms and configurations, see System Requirements.
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Note

After You Upgrade

When you upgrade the product, the Veeam Backup & Replication database gets upgraded, too, and
becomes available for usage with the newly installed version. Once upgrade is completed, it is
recommended to check all existing jobs, backup infrastructure components and make changes to the
default upgrade configuration if necessary. Consider the following:

e During upgrade to Veeam Backup & Replication 7.0, backup files and VM replicas that were
created with 6.x are not impacted in any way.

e Compression levels configured for 6.x jobs will be preserved. However, consider that
compression level named Optimal in version 6.5 will be renamed and appear as High after
the upgrade.

e The Use storage snapshots option will be disabled for all backup and replication jobs.

e After the upgrade, the Enable parallel processing option in Veeam Backup & Replication
options is turned off.

e Credentials Manager will be populated with credentials that were used for connecting to
virtual infrastructure servers, Windows servers, Linux servers and credentials used for guest
processing.

Upgrade for OSs with Discontinued Support

In version 7.0, installation of Veeam Backup & Replication server component on a number of operating
systems is no longer supported. If your current version of Veeam Backup & Replication server runs on
an OS that is no longer supported by version 7.0, follow the instructions provided in this section.

e Upgrading from Veeam Backup & Replication 6.5
e Upgrading from Veeam Backup & Replication 6.0 or 6.1

Upgrading from Veeam Backup & Replication 6.5

To upgrade from Veeam Backup & Replication 6.5 running on an OS that is no longer supported,
follow the next steps:

1. Wait for all jobs, restore and other data protection operations to complete.
2. Disable jobs that are scheduled to run automatically.

3. Perform configuration backup as described in section Running Configuration Backups
Manually.

4. Install Veeam Backup & Replication 6.5 on a machine running OS that is supported by
Veeam Backup & Replication 7.0. For details on supported platforms and configurations, see
System Requirements. You can point Veeam Backup & Replication to a SQL Server installed
locally or choose a remote SQL Server.

You can point the new instance of Veeam Backup & Replication 6.5 to the existing database. In this
case, you will not need to restore configuration backup as described in step 11. However, after
installation of Veeam Backup & Replication 6.5 is complete, you will need to re-define all credentials
used for connecting to virtual infrastructure servers, Windows servers, Linux servers and credentials
used for guest processing.

5. Ifyou have previously applied hotfixes, re-apply these hotfixes to the new instance of
Veeam Backup & Replication 6.5.

6. If you have previously changed registry values for Veeam Backup & Replication, move these
changes to the new instance of Veeam Backup & Replication 6.5.
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7. Move all backups and replica metadata files stored in the default backup repository and all
local repositories to the machine running the new instance of Veeam Backup & Replication
6.5. It is required that you preserve exact paths to folders where backups or replica metadata
filesare stored.

8. Move the configuration backup (created at step 3) to the machine running the new instance
of Veeam Backup & Replication 6.5.

9. Move the contents of the vBrRCatalog folder.
10. Start Veeam Backup & Replication console to upgrade components on connected servers.
11. Restore configuration from backup as described in section Restoring Configuration Data.

12. Check backup infrastructure components and all existing jobs to make sure configuration
settings have been properly restored.

13. Remove all legacy replica jobs (if present). Remove from inventory and replica VMs that were
created with legacy replica jobs.

14. Run upgrade to Veeam Backup & Replication 7.0.

Upgrading from Veeam Backup & Replication 6.0 or 6.1

To upgrade from Veeam Backup & Replication 6.0 or 6.1 running on an OS that is no longer supported,
follow the next steps:

1. Upgrade Veeam Backup & Replication server component to version 6.5.

2. Runthe upgrade procedure described in section Upgrading from
Veeam Backup & Replication 6.5.

Uninstalling Veeam Backup & Replication

To uninstall Veeam Backup & Replication:
1. From the Start menu, select Control Panel > Programs and Features.

2. Inthe programs list, right-click Veeam Backup & Replication and select Uninstall. Note that
if you have Veeam Backup Enterprise Manager installed on this machine, too, then this will
uninstall both components. Wait for the process to complete.

The SQL database instance installed and used by Veeam Backup & Replication is not removed during
the uninstall process. All jobs data stored in it remains as well.

166 |Veeam Backup & Replication for VMware | USER GUIDE | REV 3



Veeam Backup & Replication Licensing

Veeam Backup & Replication is licensed per CPU Socket ("CPU Sockets") for each Managed Server. For
more information, see www.veeam.com/eula.html.

The trial license key is sent to you after registering the product with Veeam Software at:
www.veeam.com/vmware-esx-backup/download.html. After registering the product you will receive a
trial license key. The trial license is valid for 30 days from the moment of registration.

To obtain a full license key for the desired number of sockets, refer to www.veeam.com/buy-end-
user.html. The full license includes a one-year maintenance plan. To renew your maintenance plan,
please contact Veeam customer support at: renewals@veeam.com.

Installing a License

Atinstalling Veeam Backup & Replication, you will be asked to specify the license file that was sent to
you after registration. If you do not have a license, Veeam Backup & Replication will be run in the free
functionality mode.

To view information on the currently installed license, select Help > License from the main menu. To
change the license, click Install License and browse to the necessary .lic file.

Status
Walid [B52 days until expiration)
Licensed product
Yeeam Backup & Replication
License type
Full Licenze
Licensed to
Yeeam Software
Contact person
John Doe
CPU sockets (vSphere)
50
CPU sockets (Hyper-V)
50
Editicn
Enterprize Plus
Support expiration date
F2ma
Protected VMs
il

|I:icensed Hiosts | | Inztall Licenze |

If Veeam Backup & Replication servers are connected to Veeam Backup Enterprise Manager, Veeam
Backup Enterprise Manager collects information about all licenses installed on backup servers added
to it. You can so manage and activate licenses for the whole of the backup infrastructure from Veeam
Backup Enterprise Manager and thus reduce administration overhead.

When Veeam Enterprise Manager replicates databases from backup servers, it also synchronizes
license data: checks if the license installed on the backup server coincides with the license installed on
the Veeam Backup Enterprise Manager server. If the licenses do not coincide, the license on the
backup server will be automatically replaced with that on Veeam Backup Enterprise Manager.
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Revoking Servers from the License

Veeam Backup & Replication offers you a possibility to revoke unused ESX(i) hosts or Hyper-V hosts
from the license.

When you run a job that uses a specific host, a license is applied to it. However, you may want to
revoke the license applied by this host and re-use it for some other host. Revoking a host from the
license may be required if the host to which the license is applied does not need backup or replication
anymore, for example, in case it is no longer used.

To display the list of licensed hosts:
1. Select Help > License from the main menu.

2. Inthe displayed window, click Licensed Hosts. As a result, the list of hosts using the license
will be displayed.

The Licensed Hosts list displays all hosts to which the license is applied. When you start Veeam
Backup & Replication for the first time, the list will be empty. After you run a backup or replication job
targeted at some objects, this section will display a list of servers that were engaged in the job, with
the number of sockets per each.

To revoke a specific server, select it in the list and click Revoke. Licensed sockets used by it will be
freed and will become available for use by other servers.

Socket:  Cores Type

: Hyper-
g 172181 4 4 Huper
O esx1z2vesamlocal 4 4 Whiwares
O esifveeamlocal 4 4 Whdware

Microzoft Hyper zockets:
Licensed: 30 Used B Remaining: 24

Vhiware vSphere sockets:
Licenzed: 30 Uzed 8 Remaining: 22
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Product Editions

Veeam Backup & Replication is available in Standard, Enterprise and Enterprise Plus editions. The
Enterprise and Enterprise Plus editions include additional features to accommodate the requirements
of large enterprise environments. The differences in features for Standard, Enterprise and Enterprise
Plus editions applicable to VMware vSphere environments are shown in the table below.

Feature

Standard Edition

Enterprise Edition

Enterprise Plus Edition

Backup Copy
Job

Built-in WAN
Acceleration

Backup from
Storage
Snapshots

Native Tape
Support

Support for
vCloud Director

Universal
Application-
Item Recovery

SureBackup
Recovery
Verification

Available

Support for copying jobs
to remote locations over
WAN (direct operations
only).

Not available

Not available

Limited

Windows files archiving
only.

Limited

Visibility of vCloud
Director (vCD)
infrastructure, backup via
VeeamZIP (including
backup of vApp and VM
meta data and attributes)
and direct restore to vCD.

Not available

Manual

You can verify the
recoverability of backup
files by mounting VM
disks from backup files
using Instant VM Recovery
and manually testing
them.

Available

Direct operations only.

Not available

Not available

Full support

Includes archiving Veeam
backups to tape, with full
tracking of backups and
restore points.

Full support

Also includes scheduled
incremental backup jobs
of vCD VMs.

Available

Includes specialized

Active Directory, Microsoft

Exchange and Microsoft

SQL wizards as well as the

universal wizard for any
application.

Automated

You can select to perform
automatic recovery
verification jobs after
every backup and verify
any restore point.
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Available

Direct operations and
WAN acceleration.

Available

Support for caching,
variable-length
deduplication and
optimizations for
transferring Veeam
backups across the WAN.

Available

Support for creating
backups and replicas from
SAN snapshots.

Full support

Full support

Available

Available



Feature

SureReplica
Recovery
Verification

On-Demand
Sandbox

File system
indexing

1-Click Restore

Delegation and
self- recovery
of VMs and
guest files

Job cloning
and editing via
the web Ul

Veeam Explorer
for Microsoft
Exchange

Veeam Explorer
for Microsoft
SharePoint

Veeam Power-
Shell snap-in

‘ Standard Edition

Not available

Not available

Restricted

You can browse and
search for files in backups
which are currently on
disk.

Not available

Not available

Not available

Limited support

You can browse and
restore mail items via
save, send and export.

Limited support

You can browse and
restore documents and
lists via save, send and
export.

Available

‘ Enterprise Edition

Available

You can automatically
verify every restore point
in every replica.

Available

You can run one or several
VMs from backup in an
isolated environment,
providing a working copy
of the production
environment for
troubleshooting, testing,
training and so on.

Not restricted

You can browse and
search for files in both
current and archived
backups (for example,
backups which have been
moved to tape storage).

Available

Allows help desk
administrators to restore
VMs and guest files
through the Enterprise
Manager web UL.

Not available

Available

You can clone existing
jobs and edit their settings
from the Veeam Backup
Enterprise Manager web
ul.

Full support

Also includes restore to
original location.

Full support

Also includes restore to
original location

Available
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‘ Enterprise Plus Edition

Available

Available

Not restricted

Available

Available

Delegation options allow
authorized users to
restore VMs and guest
files through the web UI.

Available

Full support

Full support

Available



Feature ‘ Standard Edition ‘ Enterprise Edition ‘ Enterprise Plus Edition

Veeam Backup
Enterprise
Manager Web
API

Not available Not available Available

All editions are installed with the same setup file, however, the extra functionality becomes available
only after installing a full license for Veeam Backup & Replication Enterprise Edition or Enterprise Plus
Edition. You can install the license for the necessary version during the setup process and change the
license file later. You can also change the type of license used. For details, see Veeam Backup &
Replication Licensing.

Full and Free Functionality Modes

Veeam Backup & Replication can operate in two functionality modes: full mode and free mode.

e When you run Veeam Backup & Replication in the full functionality mode, you get a
commercial version of the product that provides access to all functions.

e When you run Veeam Backup & Replication in the free functionality mode, you get a free
version of the product that offers limited capabilities: you can back up single VMs (create
VeeamZIP files), recover VM data from backups, perform file copy operations, migrate VMs,
restore VM data from HP SAN snapshots, archive files to tape, restore items from Exchange
and Sharepoint backups locally and perform configuration backup and restore.

If you have a valid license installed, Veeam Backup & Replication operates in the full functionality
mode. As soon as your license expires, you will be offered to install a new license or switch to the free
functionality mode. To switch to the free mode, select View > Free functionality only from the main
menu.

To switch back to the full mode, do either of the following:

e Install avalid license: select Help > License from the main menu. In the displayed window,
click Install License and select the necessary license file.

e Select View > Full functionality (advanced) from the main menu. Note that if you do not
have a valid license installed, you will not be able to use the functionality provided by the full
mode.
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Getting to Know User Interface
The user interface of Veeam Backup & Replication is designed to let you quickly find commands you

need and perform necessary data protection and disaster recovery tasks. This section will familiarize
you with elements of the application user interface.

Main Menu

The main menu in Veeam Backup & Replication contains commands related to general application
settings. You can perform the following operations using the main menu:

e Update components installed on servers connected to Veeam Backup & Replication
e Start PuTTy

e Setup userroles

e Configure traffic throttling rules

e Manage credentials

e Enable and disable HP SAN plug-ins

e  Perform configuration backup and restore

Define general application options
e View program help, work with licenses and program logs

e Exit Veeam Backup & Replication

—
B -
) Help
@ Upgrade @ Open the built-in help
Online Help
PuTTY Open the online help web site in the
default browser
8 Usersand Roles License
Open license management dialog h
Traffic Throttiing Support Information
Launich the support info collection wizard
@ Manage Plug-ins About
Show additional information about this
= product
jR Manage Credentials
Configuration Backup
Options
Help 4
x Exit
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Navigation Pane

The navigation pane, located on the left side of the window, provides centralized navigation and
enables you to easily access Veeam Backup & Replication items organized in views.

The navigation pane is made up of two areas:

e The upper, or the inventory pane, displays a hierarchy or a list of all items relevant for a
specific view. The content of the inventory pane is different for different views. For example,
in the Infrastructure view, the inventory pane displays a list of backup infrastructure
components — virtual infrastructure servers, backup proxies and backup repositories. In the
Virtual Machines view, the inventory pane displays a list of servers connected to
Veeam Backup & Replication.

e The lower pane contains a set of buttons that enable you to switch between
Veeam Backup & Replication views.

Backup & Replicatien

4 @ Jobs
l@; Backup
@ Replication
[ % Backups
EH Feplicas

I [;B‘, Last 24 hours

‘ % Backup & Replication

@ ¥irtual Machines

@ Files

fﬁl Backup Infrastructure

% SAN Infrastructure

@ History

Ribbon and Tabs

Operation commands in Veeam Backup & Replication are organized into logical groups and collected
together under tabs on the ribbon. The ribbon is displayed at the top of the main application window;
it contains the Home tab that is always present, and context-sensitive tabs.

e The Home tab provides quick access to the most commonly performed operations. It enables
you to create different types of jobs, perform restore and import operations. This tab is always
displayed, no matter which view is currently opened.

e Context-sensitive tabs contain commands specific for certain items and appear when these
items are selected. For example, if you open the Backup & Replication view and select a
backup job in the working area, the Jobs tab containing buttons for operations with jobs will
appear on the ribbon. In a similar manner, if you open the Files view and select a file or folder,
the File tab containing buttons for operations with files will appear on the ribbon.

R
£

SGes B egeX

Start Stop  Retry Active | Statistics Report | Edit  Clone Disable Delete
Full

Job Control Details Manage Job
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Note Commands for operations with items in Veeam Backup & Replication are also available from the
shortcut menu.

Views

Veeam Backup & Replication displays its items in views. When you click the button of a specific view in
the navigation pane, its content is displayed in the working area of Veeam Backup & Replication.

2 w Yeeam Backup & Replication == -
Harme View | Job | '@
SGe5 B padX
Start Stop Retry Statistics Report Edit Clone Disable Delete
Job Control Details Manage Job
Backup & Replication |,C) Tvpe inan object name to search for x
A ﬁ} Jobs Narne Type Status Last result Mext run Target Objectsin... ~
@ Backup r;a}Exchange “alidation WMware SureBackup Stopped Warning <Mot scheduled> wlab01 1
d‘:"é SureBackup r;a}Fi\eserv'ar Replicas WMware Replica Stopped Success <Mot scheduled> esx18.veeam. local H
@ Replication @Netware Replication WMware Replica Stopped Success 7i22/20139:00:00 ...  esx18.veeam,local 1
{a Backup Copy @Exchange Capy Wware Backup Copy Idle <Continuaus > Default Backup Repository 1
a % Backups ﬁivLab Prod Copy Hyper-Y¥ Backup Copy Idle <Continuaus > Backups Wall 1
g Disk. r;@Sharepmnt Copy WMware Backup Copy Idle <Continuous > Default Backup Repository 1
N Gk Exchange Backup WMware Backup Stopped Failed 7j22{2013 11:00:0...  Backup Share 1
b Ea’ Last 24 hows @Wehserwces Backup Hyper-¥ Backup Stopped Success 7122/2013 10:30:0,.,  Backups Yoll z
e:ﬁ}sharepmnt Backup Wiware Backup Stopped Success <Mat scheduled Default Backup Repository 1
{a}Fi\eservers Backup Whlware Backup Stopped Success <Mat scheduled= Backups Wolz z
bt ah Backup Hyper-Y Backup Stopped Surcess 712312013 12:00:0...  Backups Yoll 1 >
Job progress: 10f 1 4¥Ms
% Backup & Replication
| Completed successfully
@I RikuslRtachin=s Summary Data Stakus Throughput {all tirne)
D;j Files Duration: 0:03:46 Processed: VS Success: 1 Soeed 0FE7
Processing rate: iA Read: 0.0 KB \Warnings: 0
@ Backup Infrastructure Battleneck: Source Transferred: 0.3 KB (0x) Errars: 0
% SAN Infrastructure
WM name Status Action Duration |~
E‘} History @netwars_vm & Success & Job started at 7/19/2013 %:00:13 M
GBul\dlng W list 0:00:32
&M size: 8.0 GB )
job selectes icense: Enterprise Plus, Support: lays rem ainin -
1job selected Li Enterprise Plus, Support: 1688 day: ining VEEAM .

Veeam Backup & Replication offers the following views:

e The Backup & Replication view is used for work with all kind of jobs. It also displays a list of
created backups and replicas that can be used for various restore operations, and provides
statistics on recently performed jobs.

e The Virtual Machines view displays the inventory of your virtual infrastructure. The inventory
can be presented from different perspectives — Hosts, Categories and Storage. You can use
the Virtual Machines view to work with inventory objects and quickly add them to
Veeam Backup & Replication jobs.

e The Files view displays a file tree for servers connected to Veeam Backup & Replication, and is
primarily used for file copying operations.

e The Backup Infrastructure view displays a list of all backup infrastructure components —
virtual infrastructure servers, backup proxies, backup repositories, tape devices and WAN
accelerators. This view is used to set up the backup infrastructure that will be used for various
data protection and disaster recovery tasks.

e The SAN Infrastructure view displays a list of HP storages, volumes and snapshots. This view
is used to restore data from HP SAN snapshots (available only for VMware VMs).

e The History view displays statistics on operations performed with
Veeam Backup & Replication. You can use this section for viewing statistics on performed
tasks and reporting.

174 |Veeam Backup & Replication for VMware | USER GUIDE | REV 3



Working Area

The working area of Veeam Backup & Replication displays a list of items relevant to a specific view. The
working area looks different depending on the view that is currently opened. For example, if you open
the History view, the working area will display a list of job sessions and restore tasks performed with
Veeam Backup & Replication. If you open the Virtual Machines view, the working area will display a
list of virtual machines that reside on servers connected to Veeam Backup & Replication.

Q,| Tvpe in an objsct name to search for

@Dracle
@searchsrv
@I slsrwl
@sqlsrvﬁz
@websrv

Used Size Prowisioned ...

-}

WeeamZIP...
WeeamZIP to Ch\Backup

& = e

Folder

@L&Suick Migration..,
g dd to Backup lob
Eg| Addto Replication Job
Add ta WM Copy laob

]

4

Hast

earn.local

esx12, veeamn.local

esx12, veeamn.local
esx12 veeam.local
esx12 veeam.local
esx12 veeam.local
esx12 veeam.local
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This section describes Veeam Backup & Replication administration tasks:

Setting Up Backup Infrastructure

Before creating backup, replication and other types of jobs, you need to plan and set up your backup
infrastructure. Though the architecture may vary depending on the virtual environment and data
protection requirements, a typical Veeam Backup deployment comprises the following components:

e Veeam backup server
e Backup proxies
e  Backup repositories

e Virtual infrastructure servers — ESX(i) hosts used as source and target servers for backup,
replication, VM copy and other types of jobs, as well as servers used for various types of
restore operations.

To learn more about the purpose of each Veeam Backup & Replication infrastructure component, see
Solution Architecture.

In general, the procedure of infrastructure setup includes the following steps:

1. Adding servers. First of all, you need to connect to the Veeam backup server all servers that
you targeted as backup proxies, backup repositories, virtual infrastructure servers.

2. Assigning proxy and repository roles. After you have connected necessary servers, you
need to assign the roles of backup proxies and backup repositories to the appropriate servers.

A newly deployed Veeam backup server performs the role of VMware backup proxy and backup
repository in addition to its primary functions. That is why the Veeam backup server is also added to
the list of managed servers, proxies and repositories. Essentially, this means that immediately after
Veeam Backup & Replication installation, you can connect servers, configure and run the required
jobs. The Veeam Backup & Replication server will be used as the backup server, proxy and repository
at the same time.

Such scenario, however, is acceptable only if you plan to protect a small number of VMs or perform
pilot testing. For a full-fledged backup infrastructure, you need to configure dedicated backup proxies
and backup repositories. Components in such Veeam Backup deployment will be organized around
the Veeam backup server which will function as the point of control for job processing. Data
processing tasks will be offloaded to backup proxies and backup repositories.
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Managing Credentials

To maintain a list of accounts authorized to perform the certain operation (for example, connection to
server, guest OS access, and others), you can use the Manage Credentials command from Main
menu.

Manage Credentials

Use this dislog to centrally manage user accounts used throughout the product, and update their passwords,

Account Description Add
a root Created by YEEAM administrator at 7/19/2013 10:36:06 AM -
l__a root FLR helper appliance credentials

ak. | | Cancel

To enter a new user account:
1. Click Add and in the Credentials window.

2. Enter user name, password and description or browse for the user you need.

Usemame: |'\-'eeam
=‘E

Pazzword: |.............

Descriptiorn;

administrator account

|| Cancel |

Tip As there can be a number of alike account names (for example, Administrator), it is highly
recommended that you supply a meaningful unique description for the account name, so that you
can distinguish these accounts when displayed in the list. The description will be shown in brackets,
following the user name.

The Manage Credentials link is available on the Credentials step of the Add Server wizards. You can
select the account from the list of available accounts, or use the Add button to add a different account
(make sure it has sufficient access rights). Similarly, you can supply a user account when specifying
guest OS access credentials at the Guest processing step of the Backup Job wizard.
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=  Credentials
% Tuvpe in server administrator's credentials. If required, specify additional connection settings including web-service port number,

Mame | Typein an account with local administrator privileges on the server you are adding.
E '-??\' Uze DOMAIMNSUSER format for domain accounts, or HOSTAWUSER for local accounts,

55H Cannection Credentials: |Veeam [administrator account) V| | Add...

Manage accounts

Summary

Default YMware web services port iz 443, If connechion cannot be established, check
for possible port custarization in the wCenter Server or ESX[i] server zettings.

Part:

| < Previous || Mest > || Finizh || Cancel

Adding Servers

For building your backup infrastructure in a VMware vSphere environment,
Veeam Backup & Replication supports the following types of servers:

e VMware Server
e  Windows Server
e LinuxServer

e vCloud Director

Managed servers are physical or virtual machines used as source and target hosts, backup proxies,
repositories and other servers included into the backup infrastructure. The table below shows which
roles can be assigned to the different types of servers managed by Veeam Backup & Replication.

Replication Backup
Server TyPe Target BaCkuP PI'OXy Repository

VMware Server

(standalone ESX(i) host or v v x x

vCenter Server)

Windows Server X x v v
Linux Server x x x v
vCloud Director v x x x
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Note Any ESX host is essentially a Linux server. Thus, you can add ESX hosts both as virtualization servers
and as standard file servers, depending on the role which you wish to assign for them. Note that if
you plan to use the same host as an ESX host and Linux server, you should add it to
Veeam Backup & Replication twice.

Adding a VMware Server

Veeam Backup & Replication allows you to connect both vCenter servers and standalone ESX(i) hosts.
If possible, avoid adding ESX(i) hosts which are part of the vCenter Server hierarchy. Add the
corresponding vCenter Server instead. Adding the vCenter Server facilitates management of the
backup infrastructure and can be a recommended condition for certain types of operations (such as
Quick Migration).

To add a VMware server, follow the next step:

Step 1. Launch the New VMware Server Wizard

To launch the New VMware Server wizard, do one of the following:

e Open the Backup Infrastructure view, select the Managed servers node in the inventory
pane and click Add Server on the ribbon or right-click the Managed servers node and select
Add server. In the Add Server window, select VMware vSphere.

e Open the Virtual Machines view, select the VMware vSphere node in the inventory pane
and click Add Server on the ribbon or right-click the VMware vSphere node in the inventory
tree and select Add Server.

e Open the Virtual Machines or Files view, right-click anywhere in the inventory pane and
select Add server. In the Add Server window, select VMware vSphere.

Select the type of server you want to register with backup infrastructure. All registered
servers can be found under the Managed servers node on the Infrastructure tab.

VMware vSphere
Adds vCenter Server [recommended), or standalone vSphere Hypervisor (ESX/ESXI).

ViMware vCloud Director
Adds WMware vCloud Director 5.1 server,

Microsoft Hyper-V
Adds SCVMM server, Hyper-W cluster, or standalene host (2008 R2 or later).

Microsoft SMB3
Adds SMB3 server cluster, or standalone SME3 server.

Microsoft Windows
Adds Microsoft Windows server (Windows XP/2003 or later).

Linux
Adds Linux server (must have S5H and Perl).
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Step 2. Specify Server Name or Address

Enter a full DNS name or IP address of the vCenter Server or standalone ESX(i) host. Provide a
description for future reference. The default description contains information about the user who
added the server, as well as the date and time when the server was added.

E:“l
Credential:

55H Connection Created by VEEAM\administrator at 7/22/2013 3:14:07 PM.

Surmmary

Name

Specify DNS name or IP address of Whware server.

DMS name or IP address:
1721612128

Diescription:

< Previous | | Mest » | | Finizh | | Cancel

Step 3. Specify Credentials

At the Credentials step of the wizard, you should specify credentials and port settings for the added
VMware Server.

1.

From the Credentials list, select credentials for the account having administrator permissions
on the added VMware Server. If you have not set up the necessary credentials beforehand,
click the Manage accounts link at the bottom of the list or click Add on the right to add the
necessary credentials. To learn more, see Managing Credentials.

2. The default port number for VMware web service communication is 443. If the connection
with the vCenter Sever or ESX(i) host over this port cannot be established, you can customize
the port number on the vCenter Server/ESX(i) host settings and specify the new port number
in this field.

Note The user name of the account should be specified in the DOMAIN\USERNAME format.
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=  Credentials
_! Tuvpe in server administrator's credentials. If required, specify additional connection settings including web-service port number,

Mame Type i an account with local administrator privileges on the server pou are adding.
. Use DOMAINSUSER format for damain accounts, ar HOSTAUSER far local accounts.

55H Cannection Credentials: |Veeam [administrator account) V| | Add...

Manage accounts

Summary

Default YMware web services port iz 443, If connechion cannot be established, check
for possible port custarization in the wCenter Server or ESX[i] server zettings.

Pat

| < Previous || Mest > || Finizh || Cancel

Step 4. Specify Service Console Connection Settings

This step is available only if you are adding an ESX host. When adding a vCenter Server or ESXi host,
the wizard will skip this step and move on to the Summary step of the wizard.

If necessary, you can use a SSH connection for file copying operations and file copying jobs. These
settings are optional. If you do not want to use SSH, clear the Use service console connection to this
server check box. In this case, Veeam Backup & Replication will work with the server in the agentless
mode. Agentless mode may be used for ESX 3.5 and later versions (ESX 3.0 and prior versions do not
support agentless mode).

To use a SSH connection:
1. Select the Use service console connection to this server check box.

2. Enter the user name and password to connect to the service console of the server. If you want
to use these credentials only during the current Veeam Backup & Replication session, clear
the Save password check box. After you close and start the console next time, you will be
asked to enter these credentials when a job addresses this ESX host.

3. Ifyou choose to use non-root account that does not have root permissions on the ESX server,
you can use the Non-root account section to grant sudo rights to this account. Select the
Elevate specified account to root check box to provide a non-root user with access to the
added server. You can add the account to sudoers file automatically by selecting the Add
account to the sudoers file automatically check box. If you do not select this check box,
you will have to manually add the user to the sudoers file.

Note Make sure that in the sudoers file the NOPASSWD:ALL option is enabled for the user account you want
to elevate to root. Otherwise, jobs addressing the server will be failing, as sudo will request the
password.
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== 55H Connection
Provide credentials for service console connection, and adjust secure shell [55H) port number if needed. Service console
connection to ESk server iz optional.

Mame [#] Use service console connection o this server

Credentials

Credertials: | Adririztrakor [Sdministrator account] W | | Add...

Manage accounts
Summary

MHon-root account
[+ Elevate specified account to root

[#] &dd account to the sudoers file automatically

Root pazsword: | seennes

| < Previous || E s || Finizh || Cancel |

Click Advanced to configure advanced SSH settings.

1. Inthe Service console connection section, specify the SSH port to be used and SSH timeout.
By default, SSH uses port number 22.

2. Inthe Data transfer options section of the SSH Settings window, specify a range of ports to
be used as transmission channels between the source host and the target host (one port per
task), and define the size of transmitted packets. By default, the port range is 2500 to 5000.
However, depending on your environment, you can specify a smaller range of ports (for
example, 2500 to 2510 will allow you to run 10 concurrent jobs at a time).

3. Ifthe ESX host is deployed outside NAT, select the Run the server on this side check box in
the Preferred TCP connection role section. In the NAT scenario, the outside client cannot
initiate a connection with the server on the NAT network. Therefore, services that require the
initiation of connection from outside can be disrupted. With this option selected, you will be
able to overcome this limitation and initiate a ‘server-client’ connection (that is, a connection
in the direction of the ESX server).

Service conzole connection
S5H port:

[rata transter options

Part range: 2500 E to (5000 E
Packet size: (=]

Prefermed TCP connection role
[ Fun server on this side

| ak. | | Cancel
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Tip

You can safely log on to a remote server directly from Veeam Backup & Replication using PuTTY — a
popular SSH client. To open the PuTTY Configuration window, select PuTTY from the application
tools menu. To learn about PuTTY, see
http://www.chiark.greenend.org.uk/~sgtatham/putty/docs.html.

Step 5. Finish Working with the Wizard

Review the configuration information and click Finish to exit the wizard.

== Summary
% Yau can copy the configuration information below for future reference.

Mame Summary:

Wi ware vCenter Server 1721612126 was successhully created,
Credentials Connection options:

User Vesam

Port: 443

£ Previous | | Mest > | | Einizh | | Cancel

Adding a Windows Server

On every added Windows server, Veeam Backup & Replication deploys two components:
e Veeam Installer Service
e Veeam Transport

Make sure that File and Printer Sharing is enabled in the network connection settings of the server.
Otherwise, the components will not be installed.

To add a Windows server, follow the next steps:

Step 1. Launch the New Windows Server Wizard

To launch the New Windows Server wizard, do one of the following:

e  Open the Backup Infrastructure view, select the Microsoft Windows node in the inventory
tree and click Add Server on the ribbon.

e Open the Backup Infrastructure or Files view, right-click the Microsoft Windows node in
the inventory tree and select Add Server.

e Open the Virtual Machines or Files view, right-click anywhere in the inventory pane and
select Add server. In the Add Server window, select Microsoft Windows.
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Select the type of server you want to register with backup infrastructure. All registered
servers can be found under the Managed servers node on the Infrastructure tab.

VMware vSphere
Adds vCenter Server [recommended), or standalone vSphere Hypervisor (ESX/ESXI).

ViMware vCloud Director
Adds WMware vCloud Director 5.1 server,

Microsoft Hyper-V
Adds SCVMM server, Hyper-W cluster, or standalene host (2008 R2 or later).

Microsoft SMBE3
Adds SMB3 server cluster, or standalone SME3 server.

Microsoft Windows
Adds Microsoft Windows server (Windows XP/2003 or later).

Linux

Adds Linux server (must have S5H and Perl).

Step 2. Specify Server Name or Address

Enter a full DNS name or IP address of the Microsoft Windows server. Provide a description for future
reference. The default description contains information about the user who added the server, as well
as the date and time when the server was added.

== Name
? Specify DNS name or IP address of Microzoft Windows server.

f:

DMS5 name or IP address:
172161344

Credentialz
) Description:
Review Created by YEEAMSadministiator at 7/22/2013 927:12 PM.

Apply

Surnmary

< Previous | | Mext > | | Finizh | | Cancel
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Step 3. Specify Credentials
At the Credentials step of the wizard, you should specify credentials for the Windows server you are
adding.

From the Credentials list, select credentials for the account having local administrator permissions on
the added Windows server. If you have not set up the necessary credentials beforehand, click the
Manage accounts link at the bottom of the list or click Add on the right to add the necessary
credentials. To learn more, see Managing Credentials.

Credentials
? Specify server credentials
=5

Type in an account with local administrator privileges on the server you are adding.

E C,",{:\ Use DOMAINYISER format for domain accounts, or HOSTAUSER for local accounts.

Revigw Credentials: |\-’eeam [administrator account] Vl | Add...

Manage accounts

Apply

Surmmary

Click. Parts to custonize netwark parts to be uzed by individual companents

| < Previous || Mext > || Finizh || Cancel |

To customize network ports used by these components, click Ports.

e Veeam Installer Service is responsible for deploying the Veeam Transport on the Windows
server. By default, the Veeam Installer Service uses port number 6160.

e Veeam Transport is responsible for deploying the corresponding during backup and
replication processes. By default, the service uses port number 6162.

Components:

Comporent Edi...

Installer

Transpart

[rata transfer options
Port range: 2500

Packet size: E

Prefermed TCP connection role
[ Rur server an this side

(]9 | | Cancel
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In the Data transfer options section of the Network Settings window, specify connection settings
for FastSCP operations. Provide a range of ports to be used as transmission channels between the
source host and the target host (one port per job), and define the size of transmitted packets. By
default, the port range is 2500 to 5000. However, depending on your environment, you can specify a
smaller range of ports (for example, 2500 to 2510 will allow you to run 10 concurrent jobs at a time).

If the Windows server is deployed outside NAT, select the Run the server on this side check box in
the Preferred TCP connection role section. In the NAT scenario, the outside client cannot initiate a
connection with the server on the NAT network. Therefore, services that require the initiation of
connection from outside can be disrupted. With this option selected, you will be able to overcome this
limitation and initiate a ‘server-client’ connection (that is, a connection in the direction of the
Windows server).

Step 4. Review Components

At this step, you can review the list of components to be installed on the Windows server. If some of
them are missing, Veeam Backup & Replication will automatically install them.

Review

+
ﬁ Flease review your zethings and click Mext to continue.
:.:;,'

Mame Due b these modifications the following components will be installed or removed on the target host:

Credentials Transport will be installed

Apply
Surnmary

After pou click Mext miszed components will be installed on the target host.

< Previous | | Mext > | | Finizh | | Cancel

Step 5. Assess Results

At this step of the wizard, Veeam Backup & Replication will install the components on the added
Windows server. You will see real time processing results for each server which is being added to the
list of managed servers. Wait for the required operations to be performed. At the end, you can assess
the results of processing and click Next to continue.
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Apply
@ Flease wait while required operations are being performed. This may take a few minutes...

/1

Mame Log:

_ Meszage Diuration
Credentials 0 Collecting hardware info

0 Detecting operating system

0 Detecting 05 verzion

Fieview

0 Creating temporary folder

0 Uploading package VeeamTransport. msi

Surmmary 0 Installing package YeeamT ransport. msi

0 Deleting temporary folder

0 Registering client VEEAMBACKLP for package Transport
QMI reguired packages have been succeszsfully installed
0 Dizcovering installed packages

0 Creating databaze recards for server

0 Dietecting server canfiguration

0 Creating configuration database records for installed packages
0 Collecting disks and wolumes info

0 Microzoft Windows zerver added successfully

| < Previous | | E s | | Finizh | | Cancel

Step 6. Finish Working with the Wizard

Review the configuration information and click Finish to exit the wizard.

= Summary
? Yo can copy the configuration information below for future reference.

/1]

Mame Surmary:

Microsoft ‘windows Server 172.16.13.44' was successfully created.
Credentialz 05 wersion: Microzoft Windows Server 2008 R2 Standard 64-bit [6.1. 7600 build: 7600).
User Weeam
Feview Hardware imfio:
Chaszis type: Phyzical
Cores count: 2
Components:
Tranzport uging port B1E62
Inztaller using port 5160

Apply

< Previous | | M ewt > | | Firizh | | Cancel
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Adding a Linux Server

To add a Linux server, follow the next steps:

Step 1. Launch the New Linux Server Wizard

To launch the New Linux Server wizard, do one of the following:

e  Open the Backup Infrastructure view, select the Managed servers node in the inventory
tree and click Add Server on the ribbon or right-click the Managed servers node and select
Add server. In the Add Server window, select Linux.

e  Open the Virtual Machines or Files view, right-click anywhere in the inventory pane and
select Add server. In the Add Server window, select Linux.

Select the type of server you want to register with backup infrastructure. All registered
servers can be found under the Managed servers node on the Infrastructure tab.

VMware vSphere
Adds vCenter Server [recommended), or standalone vSphere Hypervisor (ESX/ESXI).

VMware vCloud Director
Adds WMware vCloud Director 5.1 server,

Microsoft Hyper-V
Adds SCVMM server, Hyper-V cluster, or standalone host (2008 R2 or later).

Microsoft SMB3
Adds SME3 server cluster, or standalone SME3 server,

Microsoft Windows
Adds Microsoft Windows server (Windows XP/2003 or |ater).

Linuc
Adds Linux server (must have S5H and Perl).

Step 2. Specify Server Name or Address
Enter a full DNS name or IP address of the Linux server. Provide a description for future reference. The

default description contains information about the user who added the server, as well as the date and
time when the server was added.
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= MName
@ Specify DMS name or IP address of Linus server. The zerver must have SSH and Peil installed.

DMS name or [P address:
17216110

55H Connection
Description;
Sumraty Created by WEEAMYadrministrator at 7¢22/2013 9:31:47 PM.

| < Previous | | E s | | Finizh | | Cancel

Step 3. Specify Credentials and SSH Port

At the Credentials step of the wizard, you should specify credentials for the Linux server you are
adding.

1. From the Credentials list, select credentials for the account having local administrator
permissions on the added Linux server. If you have not set up the necessary credentials
beforehand, click the Manage accounts link at the bottom of the list or click Add on the right
to add the necessary credentials. To learn more, see Managing Credentials.

2. Clear the Save password check box to use these credentials only during the current
Veeam Backup & Replication session. After you close and start the console next time, you will
be asked to enter these credentials when a job addresses this server.

3. If you choose to use non-root account that does not have root permissions on the Linux
server, you can use the Non-root account section to grant sudo rights to this account. Select
the Elevate account to root check box to provide a non-root user with access to the added
server. You can add the account to sudoers file automatically by selecting the Add account
to the sudoers file automatically check box. If you do not select this check box, you will
have to manually add the user to the sudoers file.

Note Make sure that in the sudoers file the NOPASSWD:ALL option is enabled for the user account you want
to elevate to root. Otherwise, jobs addressing the server will be failing as sudo will request the
password.
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== 55H Connection
@ Provide credentials for service console connection, and adjust secure shell [35H) port number using advanced settings if
required.

Use service console connection to this server

Credertials: | administrabor [Linus Server administratar) V| | Add...

Surnmary

Manage accounts

MHon-root account
[+ Elevate specified account to root

[#] &dd account to the sudoers file automatically

Root password: |[To aftange ife saved password ook

| < Previous || E s || Finizh || Cancel |

4. Click Advanced to configure advanced SSH settings.

a. Inthe console connection section, specify the SSH port to be used and SSH
timeout. By default, SSH uses port number 22.

b. In the Data transfer options section, specify a range of ports to be used as
transmission channels between the source host and the target host (one port per
task) and define the size of transmitted packets. By default, the port range is 2500
to 5000. However, depending on your environment, you can specify a smaller
range of ports (for example, 2500 to 2510 will allow you to run 10 concurrent jobs
at a time).

c. Ifthe Linux server is deployed outside NAT, select the Run the server on this side
check box. In the NAT scenario, the outside client (Linux server) cannot initiate a
connection with the server (Veeam backup server) on the NAT network. For this
reason, services that require the initiation of connection from outside can be
disrupted. With this option selected, you will be able to overcome this limitation
and initiate a ‘server-client’ connection, that is, a connection in the direction of the
Linux server.

Service console connection
S5H port: 2

SSH timeout | 20000

Drata transfer options

Port range; | 2500

Packet size: =
Preferred TCP connection role
[#] Rur server an this side

| oK
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Step 4. Finish Working with the Wizard

Review the configuration information and click Finish to exit the wizard.

== Summary
@ YYou can copy the configuration information below for future reference.

Mame Summary:

Linws Host 172.16.1.10°" weaz successhully created,
55H Connection S5H options:

|z administrator

Elevate to root: yes

Auto sudo: pes

< Previous | | Mewt > | | Finizh | | Cancel

Adding vCloud Director
To work with VMs managed by vCloud Director, you need to add the vCloud Director server to
Veeam Backup & Replication.

When you add vCloud Director, its hierarchy becomes available in the Virtual Machines > vCloud
Director view. As a result, you can work with VMs managed by vCloud Director directly from the
Veeam Backup & Replication console.

Note In case your vCloud Director infrastructure comprises several cells, you can specify connection
settings for any cell in the vCloud Director hierarchy when adding vCloud Director to
Veeam Backup & Replication.

To add the vCloud Director host, follow the next steps:

Step 1. Launch the New VMware vCloud Director Server Wizard

To launch the New VMware vCloud Director wizard, do either of the following:

e  Open the Backup Infrastructure view, select the Managed servers node in the inventory
tree and click Add Server on the ribbon or right-click the Managed servers node and select
Add server.

e Open the Virtual Machines or Files view, right-click on the blank area in the inventory pane
and select Add server.

In the Add Server window, select VMware vCloud Director.
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Select the type of server you want to register with backup infrastructure. All registered
servers can be found under the Managed servers node on the Infrastructure tab.

VMware vSphere
Adds vCenter Server [recommended), or standalone vSphere Hypervisor (ESX/ESXI).

ViMware vCloud Director
Adds WMware vCloud Director 5.1 server,

Microsoft Hyper-V
Adds SCVMM server, Hyper-W cluster, or standalene host (2008 R2 or later).

Microsoft SMBE3
Adds SMB3 server cluster, or standalone SME3 server.

Microsoft Windows
Adds Microsoft Windows server (Windows XP/2003 or later).

Linux

Adds Linux server (must have S5H and Perl).

Cancel

Step 2. Specify Server Name or Address

At the Name step of the wizard, specify connection settings for the added vCloud Director:

1. Inthe DNS name or IP address field, enter a full DNS name or IP address of the vCloud
Director server or any cell in the vCloud Director infrastructure.

2. Inthe URL field, enter the URL of the vCloud Director server. By default,
Veeam Backup & Replication uses the following URL:
https://<vcdservername>:443,where <vcdservername> is the name or IP address of
the vCloud Director server that you have specified in the field above and 443 is the default
port for communication with vCloud Director.

3. Inthe Description field, provide a description for future reference. The default description
contains information about the user who added the server, as well as the date and time when
the server was added.
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== Name
& Specify DMS name or IP address of Yiware vCloud Director server,

DMS name or [P address:
[17216.1.13

URL:

wCenter Servers |htt|38:.-".-"1 7216.1.13:443

Credential:

Description:
Created by WEEAM administrator at 7/26/2013 22351 PM]

Apply

Surmmary

| < Previous | | E s | | Finizh | | Cancel

Step 3. Specify vCloud Director Credentials
At the Credentials step of the wizard, you should specify credentials to connect to the added vCloud
Director.

From the Credentials list, select credentials for the account having administrative permissions on the
added vCloud Director. If you have not set up the necessary credentials beforehand, click the Manage
accounts link at the bottom of the list or click Add on the right to add the necessary credentials. To
learn more, see Managing Credentials.

= Credentials
@ Select or add account with +Cloud Director administrator's privileges.

Mame Edl Select credentials with Local dministratar privileges on the server you are adding.
g Y

Credentials: | Yeeam [adminiztrator account] W | | Add...

Manage accounts

wCenter Servers

Apply

Surmmary

< Previouz || feut > || Finish || Cancel
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Step 4. Specify Credentials for Underlying vCenter Servers

At the vCenter Servers step of the wizard, you should specify credentials for every vCenter Server
attached to the vCloud Director server:

1. From the vCenter servers list, select a vCenter Server.

2. Click Account on the right and select credentials to connect to the vCenter Server. By default,
Veeam Backup & Replication uses the same credentials that you have specified for the vCloud
Director at the previous step of the wizard.

If you have not set up the necessary credentials beforehand, click the Manage accounts link
at the bottom of the list or click Add on the right to add the necessary credentials. To learn
more, see Managing Credentials.

3. By default, Veeam Backup & Replication automatically detects a port used to communicate
with the vCenter Server. If necessary, you can change the connection port for the added
vCenter Server. Click vCenter on the right and change the port number as required.

4. Repeat steps 1-3 for all vCenter Servers attached to vCloud Director.
Note If the vCenter Server attached to vCloud Director is already added to the Veeam Backup & Replication

console, you do not need to enter credentials for it once again. Veeam Backup & Replication will
automatically detect the credentials you provided when adding this vCenter Server and use them.

New VMware vCloud Director Server B2

¥LCenter Servers

+
[% For each wCenter zerver that manages vCloud Director WMs, specify an account with vCenter administrator credentials.,

MHame vCenter servers:
) v vCenter Server vCenter Server Account wenter. .
Lredential: V] 172.16.1.20:443 17216120443 Veeamn

Apply

Credentials: | Adminiztratar [Sdministratar accaunt) v||

Summary
Manage accounts

< Previous | | M ent > | | Finizh | | Cancel

Step 5. Assess Results

At the Apply step of the wizard, Veeam Backup & Replication will add vCenter Servers attached to
vCloud Director in the real time mode. Wait for the required operations to complete and assess results
of the server processing.

Note If the vCenter Server attached to vCloud Director is already added to the Veeam Backup & Replication

console, it will not be added for the second time: Veeam Backup & Replication will simply create an
association with the added vCenter Server and display it in the vCloud Director hierarchy.
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==  Apply
& Flease wait while we are adding all servers to Yeeam Backup & Replication.

Mame Managed servers:

_ Server Statuz
Clra et | @217216.1.20 wCenter Server was added.
@ 17216117 Creating vCenter Server

wCenter Servers

Surmmary

| < Previous | | M ewt > | | Finizh | | Cancel

Step 6. Finish Working with the Wizard

At the Finish step of the wizard, review the configuration information and click Finish to exit the
wizard.

== Summary
@ Yo can copy the configuration information below for future reference.

Name Surmmary:

WM ware vCloud Director Server 172.16.1.13 was successiully created.
Credentials wCloud cells:
localhost. local [IP address:172.16.1.13, verzsion:5.1.0.81693E)
wCenter Servers User: Weeam

Apply

< Previouz | | st > | | Finizh | | Cancel
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Managing Servers

You can edit settings of added servers, update components installed on servers, and remove servers
from Veeam Backup & Replication.

Updating Server Components

Every time you launch Veeam Backup & Replication, it automatically checks if the components
installed on managed servers are up to date. If there is a later version of a component available
(usually, if you have upgraded Veeam Backup & Replication), the Components Update window will
be displayed, prompting you to update components on managed servers.

You can also open the Components Update window if you select Upgrade from the main menu. If
components on all managed servers are up to date, the menu item will be disabled.

The Components Update section lists servers that have outdated components deployed. To see the
current and the latest available versions for deployed components, select a server in the list and click
Details. Select check boxes next to servers for which you want to upgrade components and click
Next.

Components Update £

Servers
{ = Select servers to update product's components on. Congider removing servers which are currently down or unreachable from
selection. Update process will not reboot the updated server.

Server Uparade required Details...

Update [W] 172.16.11.38 Installer. Transport

[ 1721611.178 Installer. Transport

Pending updates:

Component Current version  Mew verzion
Ingtaller 584 .0
Tranzport 65 7.0

Clear &l

| < Previous || E s || Finizh || Cancel |

You can also update components on every managed server separately. Veeam Backup & Replication
displays a warning next to Hyper-V and Windows server icons in the management tree to alert you
when components on a server require updates. To update components, open the Infrastructure
view, select the Managed Servers node in the inventory pane, select the necessary server in the
working area and click Upgrade on the ribbon. Alternatively, you can open the Infrastructure view,
select the Managed Servers node in the inventory pane, right-click the necessary server in the
working area and select Upgrade.
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Editing Server Settings

To edit settings of an added server:
1.  Open the Backup Infrastructure view.
2. Click the Managed Servers node in the inventory tree.

3. Select the necessary server in the working area and click Edit Server on the ribbon or right-
click the necessary server in the working area and select Properties.

You will follow the same steps as you have followed when adding the server. For details, see the
description of the corresponding wizard for adding a new server under Adding Servers.

Removing Servers

To remove a server from the backup infrastructure:
1. Open the Backup Infrastructure view.
1. Click the Managed Servers node in the inventory tree.

2. Select the necessary server in the working area and click Remove Server on the ribbon or
right-click the necessary server in the working area and select Remove.

A server that has any dependencies cannot be deleted. For example, you cannot delete a server that is
referenced by a backup or replication job, or that is configured as a backup proxy or repository. To
remove such server, you will need to delete all referencing jobs or objects first.

When you remove a server that was used as a target host or as a repository, actual backup files (.vbk,
.vrb and .vib) and replica files (vmdk and .vrb) are left on the server. You can easily import these files
later to the Veeam Backup & Replication console for restore operations if needed.

Note When you remove the vCloud Director server from the Veeam Backup & Replication console, vCenter
Servers attached to it are not removed. To remove such servers, expand the vCenter Servers node in
the inventory pane, right-click the necessary server and select Remove.

You cannot remove vCenter Servers attached to the vCloud Director until the vCloud Director server
is removed from the Veeam Backup & Replication console.

Adding a VMware Backup Proxy

In the backup infrastructure, a backup proxy acts as a “data mover”. While the backup server fills the
role of the job manager, the backup proxy actually performs main data handling - it retrieves data,
processes it and transfers to the target destination. Use of backup proxies enables you to take the job
processing off the backup server and allows for better scalability of your backup infrastructure.

Proxy deployment recommendations depend on a particular configuration of your virtual
infrastructure. To learn about different deployment scenarios, see the Backup Architecture section.

To add a backup proxy to your backup infrastructure, you should assign this role to a Windows server
that is already added to the list of managed servers.

By default, Veeam Backup & Replication adds the Veeam backup server to the list of backup proxies.
Resources of such local backup proxy may be sufficient in simplest backup or replication scenarios.
However, for larger VMware environments, you will need to deploy a number of additional VMware
proxy servers to offload the Veeam backup server.

To add a VMware backup proxy, follow the next steps.
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Step 1. Launch the New VMware Proxy Wizard

To launch the wizard, do one of the following:

e  Open the Backup Infrastructure view, select the Backup Proxies node in the inventory
pane, click Add Proxy on the ribbon and select VMware.

e Open the Backup Infrastructure view, right-click the Backup Proxies node in the inventory
pane and select Add VMware Backup Proxy.

FEEX 2

Add Edit Disable Remove | Upgrade
Proxy ~ Proxy Proxy Proxy

VYeeam Backup & Replication -|a

Backup Proxy

Manage Proxy | Upgrade |

Backup Infrastructure |,O Typein an object nams to search for *®
Backup Proxies

1l Host Description
g Backup Fepositories |E Add Whware Backup Proxy.. Q_‘ ate This server Created by Yesam Backup & Replication
ﬁ WAM Accelerators ‘E Add Hyper-\f Offhost Backup Prosy.?
4 i SureBackup
h Application Groups
é Wirtual Labs
A @ Managed servers
3 @ Wiware wSphere
3 g Wiware vCloud
3 i":" Microsoft Hypery
E’: Miciosoft Windows

[2h Linus

% Backup & Replication
@l Y¥irtual Machines

[ Files

|® Backup Infrastructure

@ SAN Infrastructure

@} History

1proxy License: Enterprise Plus, Support: 1687 days remaining VEEAM L

Step 2. Choose a Server
From the Choose server list, select a Windows server that has been previously added to

Veeam Backup & Replication. If the server is not added yet, you can click Add New to open the New
Windows Server wizard. In the Proxy description field, provide a description for future reference.
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el Server
Chooge server for neve backup prosy. vou can only select bebween Microsoft Windows servers added to the managed servers
which are not prosies already. To add a new server, claze this wizard and click the Add Server toolbar button.

Chooze server
1721612108

Traffic
Prosy description:

Summary Created by Yeeamhadminiztrator at 7/22/2013 34312 PM.

Tranzport mode:
| Direct SAN access

Connected datastares:

|Automatic detection [recommended]

Max concurent tagks:

TR

| < Previous || E s || Finizh || Cancel |

In the Transport mode field, specify the backup mode that the proxy will use to retrieve VM data. By
default, Veeam Backup & Replication analyzes the backup proxy configuration, defines to which
datastores it has access and automatically selects the best transport mode depending on the type of
connection between the backup proxy and the source storage. However, you can manually select
what mode you want to use for VM data retrieval. Click the Choose button on the right and select one
of the following modes: Direct SAN access, Virtual Appliance or Network. For more information, see
Transport Modes.

In the Advanced section, specify additional options for the selected mode:

e By default, if the Direct SAN access or Virtual Appliance mode is selected,
Veeam Backup & Replication will automatically fail over to Network mode in case the primary
selected backup mode fails during the job run. To disable failover, clear the Failover to
network mode if primary transport modes fail or are unavailable check box.

e If the Network mode is selected, you can choose to transfer disks data over encrypted SSL
connection. For this, select the Encrypt LAN traffic in the network mode (SSL) check box.
Traffic encryption puts more stress on the CPU of an ESX server, providing, however, secure
data transfer.

In the Connected datastores field, specify datastores to which this backup proxy has direct SAN
connection. By default, Veeam Backup & Replication automatically detects all datastores that the
backup proxy can access via the Direct SAN Access mode.

If Veeam Backup & Replication cannot detect accessible datastores for some reason, you can also
define the list of datastores yourself. To assign datastores to the backup proxy manually, click the
Choose button on the right, switch to the Manual selection mode and add datastores from which VM
data should be retrieved in the Direct SAN Access mode.

In the Max concurrent tasks field, you can specify the number of tasks the backup proxy should
handle in parallel. Recommended number of concurrent tasks is calculated automatically in
accordance with the available resources. When configuring this parameter manually, consider that
each data processing task requires one CPU core. For example, a 2-core CPU (minimum recommended
for a proxy) can handle two concurrent tasks. If the specified number of tasks is exceeded, the backup
proxy will not start a new task until one of the current tasks is finished. Also, when entering the
number of concurrent tasks, you should keep in mind the network traffic throughput in your virtual
infrastructure.
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To learn more about limiting the number of concurrent tasks, see Limiting the Number of Concurrent
Tasks.

Step 3. Configure Traffic Throttling Rules

At this step of the wizard, you can configure throttling rules to limit the outbound traffic rate for the
backup proxy. Throttling rules will help you manage bandwidth usage and minimize the impact of
backup jobs on network performance. For details, see Setting Network Traffic Throttling Rules.

The list of throttling rules contains only those rules that are applicable to the backup proxy you are
adding. The rule is applied to the backup proxy if its IP address falls under the source IP range of the
rule. To view the rule settings, select it in the list and click the View button on the right.

=l Traffic
Chooge whether pou want to compress the network, traffic, and use inboud and outbound traffic thrattling for thiz backup prosy.
Traffic compression setting is used for replication only.

Server Thrattling

Limitz outbound data rate when zending the data to the specified destinations.
Throtting is global across backup prosies. with available bandwidth split equally.

The following throttling rules apply to this prosy:

Summary Target IP address range Throttling Time

192.168.0.1 - 192.168.0.255 10 Mbps Anptime

Manage network traffic throttling rules

| < Previous || E || Firizh || Cancel |

You can also open global throttling settings and modify them directly from the wizard by clicking
Manage network traffic throttling rules at the bottom of the window.

Step 4. Finish Working with the Wizard

At this step of the wizard, Veeam Backup & Replication will add the backup proxy in the real-time
mode. Once the backup proxy is added, click Finish to exit the wizard.
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el Summary
& Yo can copy the configuration information below for future reference,

Server Surmary:
it ware backup prosy was created successfully

Traffic

| < Previous | | M ewt > | | Firizh | | Cancel

Managing Backup Proxies

To edit settings of a backup proxy:
1. Open the Backup Infrastructure view.
2. Select the Backup Proxies node in the inventory pane.

3. Select the necessary proxy in the working area and click Edit Proxy on the ribbon. You can
also right-click the necessary proxy in working area and select Properties.

Then edit the backup proxy settings as required.

You can temporarily disable a backup proxy. In this case, it will not be used by any job.
1. Open the Backup Infrastructure view.
2. Select the Backup Proxies node in the inventory pane.

3. Select the proxy in the working area and click Disable Proxy on the ribbon. You can also
right-click the necessary proxy in the working area and select Disable proxy. To enable the
backup proxy, select it and click the Disable Proxy button on the ribbon or right-click the
proxy in the working area and select Disable proxy once again.

To remove a backup proxy:
1. Open the Backup Infrastructure view.
2. Select the Backup Proxies node in the inventory pane.

3. Select the proxy in the working area and click Remove Proxy on the ribbon. You can also
right-click the necessary proxy in the working area and select Remove.

When you remove a backup proxy, Veeam Backup & Replication unassigns the proxy role from the
server, so it is no longer used as a backup proxy. The actual server remains connected to
Veeam Backup & Replication.
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Important! You cannot remove a backup proxy that is explicitly selected in any backup, replication or VM copy
job. To remove such a proxy, you need to delete all job references to it first.

Adding Backup Repositories

Backup repositories are locations for storing backup data and auxiliary files. You can assign the role of
a backup repository to any Windows or Linux server added to the list of managed servers in

Veeam Backup & Replication, or to any shared CIFS folder to which the backup server has access.
Windows-based backup repositories can also perform the role of the Veeam vPower NFS server
enabling advantages of the vPower technology for multi-OS file-level restore, Instant VM Recovery,
SureBackup and U-AIR capabilities. For more information, see Veeam vPower NFS Service.

To add a backup repository, follow the next steps:

Step 1. Launch the New Backup Repository Wizard

To launch the wizard, do either of the following:

e  Open the Backup Infrastructure view, select the Backup Repositories node in the inventory
pane and click Add Repository on the ribbon.

e Open the Backup Infrastructure view, right-click the Backup Repositories node in the
inventory pane and select Add Backup Repository.

=
. = -
- - -
S 5 X &
g K T
Add Edit Remove Rescan  Upgrade
Repository Repository Repository | Repository

Weeam Backup & Replication =-|a
Backup Repository

Manage Repository Tools

Backup Infrastructure ‘p Type in on object name to search for *
Backup Prodies

Marne: Type Hosk Path Free  Descripkion
Backup Repositonies el nefault Backun Bennit indows This server ctibackup 66.4 GB  Created by Veeam Backup
ﬁ ‘it Accelerators |E+ Add Backup Repository...
4 i SureBackup
o Application Graups
Wirtual Labs
4 @ Managed servers
I @ Whwiare wSphere
3 g Whlware vCloud
3 ii:r Microzoft Hyper
E’: Micrasoft Windows

B Linus

% Backup & Replication
@ ¥irtual Machines

@ Files

|@ Backup Infrastructure

% SAN Infrastructure

%} History

< [T | >

2 repositories | License: Enterprise Plus, Support: 1687 days remaining VEEAM .

Step 2. Specify Name and Description
Specify a name for the repository and provide a description for future reference. By default, the

description contains information about the user who created the backup repository, as well as the
date and time when the repository was added.
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4+ Name
g Type in a name and description for this backup repositony,

M arne:
Backup Yall

Type
Drescription:
Created by YEEAM administrator at 7/22/2013 3.50:36 P,

Server

Repositary

wFower MF5
Review

Apply

| < Previous | | E s | | Finizh | | Cancel

Step 3. Choose the Type of Repository

Select the type of repository you would like to add:

e Microsoft Windows server with local or directly attached storage. In this case,
Veeam Backup & Replication will deploy the Veeam transport service on the Windows server
connected to the storage system. The transport service is responsible for data processing
tasks, enabling efficient backups over slow connections. This type of a backup repository can
also act as the vPower NFS server (for this, remember to select corresponding settings at the
next steps of the wizard). For more information, see Veeam vPower NFS Service.

e Linuxserver with local, directly attached or mounted NFS storage. In this case,
Veeam Backup & Replication will deploy the Veeam transport service on the Linux server
connected to the storage system. The transport service is responsible for data processing
tasks, enabling efficient backups over slow connections.

e Shared folder using CIFS (SMB) protocol. This type of storage cannot run a Veeam transport
service. If you select a shared folder as a backup repository in the offsite backup scenario (that
is, the shared folder is located offsite) and your connections for sending VM data are slow, it is
recommended to deploy a backup proxy closer to the backup repository.
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T
. TPE

Chooge type of backup repogitony you want to create,
[

® Microsoft Windows server
Micrazoft Windows server with local, ar directly attached storage. This repositary iz storage agent

enabled for efficient backups over WAN, and implements vPower MFS server.
Server

) Linux server

Lirwss server with local, directly attached. or mounted MFS storage. This repository iz storage agent
enabled for efficient backups over WAk,

Repositary
wFower MF5

Review
Shared folder

Apply CIFS [SMB) share. Thiz repozitory type does not support storage agent, so direct backup over
slaw networks without proxying local zerver iz not recammended.

< Previous | | E s | | Finizh | | Cancel

Step 4. Specify Server or Share

This step depends on the type of backup repository you selected.

Microsoft Windows Server or Linux Server

From the Repository server list, select the necessary Windows or Linux server to be used as a backup
repository. The Repository servers list contains only those servers that have been added to

Veeam Backup & Replication beforehand. You can also click Add New on the right to add a new server
to be used as the repository.

Click Populate to see a list of datastores connected to the selected server, their capacity and free
space.
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4+ Server
g Chooge server backing vour repozitory, You can select server from the list of managed servers added to the console,

Mame Fepository server:
17216.11.99 [Created by WEEAM administrator at 742242013 22712 PM.) v | | Add Mew... |

Path -~ Capacity Free Populate

Cy B3E.2 GB 309.2 GB
5 931.4 GE 144 0GB
E\ 298.1 GE 247 4GB
wFower MFS 134 10.0 GE 99GE

Type

Repositary

Review

Apply

< Previous | | E s | | Finizh | | Cancel

Shared folder

In the Shared folder field, specify the UNC path to the shared folder you want to use as a backup
repository. Select credentials of an account with administrative privileges on the share. If you have not
set up the necessary credentials beforehand, click the Manage accounts link at the bottom of the list
or click Add on the right to add the necessary credentials. To learn more, see Managing Credentials.

Specify the way in which VM data should be written to the shared folder:

e If you are using fast connections, select the Directly from backup proxy server option to
write VM data directly from the source-side backup proxy to the repository.

e Ifyou are planning to perform offsite backup over WAN connections, select the Through the
following proxying server option and specify an additional proxy server on the target side
which will be used for moving data to the backup repository.

If you use a shared folder as a backup repository and do not specify the proxying server,

Veeam Backup & Replication will deploy the target Veeam transport service on any available backup
proxy having access to the shared folder. The backup proxy is picked at random:

Veeam Backup & Replication may use one backup proxy for one job session and another backup proxy
for another job session.

In some cases, however, such behavior may cause problems. For example, during one job session
Veeam Backup & Replication may use a 64-bit backup proxy to create a backup file. If during the next
job session Veeam Backup & Replication uses a 32-bit backup proxy, Veeam Backup & Replication will
fail to open the created backup file on the backup repository. To overcome this situation, it is
recommended to explicitly define the proxying server on which the target Veeam transport service
will be deployed.
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&+ Share
Type in UNEC path to share [mapped diives are not supported), specify share access credentials and how backup jobs should
wirite data to thiz thare.

Mame Shared falder:
[\4172.16.11.38"Backup Share 1 || Browse

Type
[#] This share requires access credentialz:

Repository E% Credentials: | Yeeam [administrator acoount) v|| Add...

Manage accounts

wFower MF5

Review

Prosying server:

Appl ) .
A ® Automatic selection

) The fallowing server:

| This server

|Jze thiz option to improve performance and reliability of backup to a NAS located ina
remote site.

| < Previous | | E s | | Finizh | | Cancel

Step 5. Configure Path and Load Control Settings

In the Location section, specify the path to the folder to which backup files should be stored. Click
Populate to see the capacity and available free space on the selected partition.

In the Load control section, set the necessary values to limit the number of concurrent jobs for the
repository. If the specified threshold has been reached, a new job using this repository will not start.
You can also limit data ingestion rate to restrict the total speed of writing data to the repository disk.
Limiting the number of concurrent tasks and data ingestion rate will help you control the load on the
repository and prevent possible timeout of storage I/0 operations. For more information, see
Resource Scheduling.

+ Repository
g Type in path to the folder where backup files should be stared, and set repository load contral options.

MHame Location
T Path to folder:
A |C:'\Eackups || Browse... |

Server E Capacity: 2981 GB

Free zpace: 247 4 GB

wPower MFS Load contral
Running too many concurrent jobs againzt the zame repository reduces overall performance, and
Review may cauze storage 10 operations to timeout, Control repository saturation with the following

[#] Limit rasimum concurrent tasks bo; _a
Apply » ) .
[ Limit combired data ingestion rate to: l:l ME /=

Click Advanced to customize repository zethings

< Previous | | M ent > | | Finizh | | Cancel |
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If you plan to use a deduplicating storage appliance, click Advanced to configure additional
repository settings:

e For storage systems using fixed block size, select the Align backup file data blocks check
box. Veeam Backup & Replication will align VM data saved to a backup file to a 4Kb block
boundary. This option provides better deduplication across backup files, but can result in
greater amount of unused space on the storage device and higher level of fragmentation.

e When you enable compression for a backup job, VM data is compressed at the source side
before it is transmitted to the target. However, compressing data prior to writing it to
deduplicating storage appliance results in poor deduplication ratios as the number of
matching blocks decreases. To overcome this situation, you can select the Decompress
backup data blocks before storing check box. If data compression is enabled for a job,
Veeam Backup & Replication will compress VM data, transmit it over LAN, uncompress data
on the target side and write raw VM data to the storage device to achieve a higher
deduplication ratio.

New Backup Repository 2

4+ Repository
& Type in path to the folder where backup files should be stored, and set repository load control options.

MHame Location
Deduplicating Storage Compatibility -

—]

St Align backup file data blocks

Alloves to achieve better deduplication ratio on deduplicating storage Populate
_ appliances that leverage constant block size for deduplication. Increases

the backup size when backing up to raw dizk storage.

wFower MFS Decompress backup data blocks before storing

Wi data is compressed at source [by backup prosy server] according to erall performance., and

Feview the backup job zettings ba minirmize LA trafiic. Uncompressing the data ith the: following
before storing allows to achieve better deduplication ratios on most
Apply deduplicating storage appliances at the cost of backup perfarmance.
Ok | | Cancel

Click Advanced to custarize repasitory settings
< Previous | | Mext > Finizh

Step 6. Specify vPower NFS Settings

Select the Enable vPower NFS server check box to make the repository accessible by the vPower NFS
Service. From the list below, choose a Windows server that will be used as the vPower NFS server. You
can select any Windows server from the list of those added to Veeam Backup & Replication, or choose
the Add Server option to assign this role to a Windows server not added to the application console.
Veeam Backup & Replication will install the Veeam vPower NFS Service on the selected server, which
will enable running VMs directly from backup files for advanced backup verification and recovery
functionality. For more information, see Veeam vPower NFS .

In the Folder field, specify the folder where instant VM recovery write cache will be stored. Please note
that the selected volume should have at least 10 GB of free disk space.
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4+ yPower NFS
Specify vPower MFS settings. vPower MFS enables munning wirtual machines directly from backup files, allowing for advanced
functionality such az Instant WM Recoven, SureBackup, on-demand sandbox, U-AIR and muli-05 file level restare.

Mame wPawer MFS

Togs [ Enable vPower MFS server [recommended)

| 17216.11.43 [Created by WYEEAMadministrator at 7/22/2013 92712 Pk,

Server

Specify vPower NFS roat folder. ‘write cache will be stored in this folder. Make sure the

Repository selected volume has at least 10GE of free disk space available.

Folder. |C:AProgramDatateeam'\Backup'MizD atastore || Brovese, . |

Review

Apply

Click Manage to change vPower MFS management port
Click Ports to change vPower MFS service ports

| < Previous || E s || Finizh || Cancel |

Click Manage to open the Network Settings window and customize network ports for individual
components:

e Veeam Installer Service is responsible for deploying the vPower NFS and Veeam Transport on
the Windows server. By default, the Veeam Installer Service uses port number 6160.

e vPower NFS Service is responsible for providing ESX(i) hosts with transparent access to
backed up VM images. By default, the vPower NFS Service uses port number 6162.

e Veeam Transport is responsible for deploying the corresponding services during backup and
replication processes. By default, the service uses port number 6162.

Components:

Compaonemt
Installer

| vPower NFS
Tranzport

Click Ports to open the Ports Settings window and customize the following ports for vPower NFS
Service:

e  RPC port (by default, port number 6161 is used)
e Mount port (by default, port number 1058 is used)
e vPower NFS port (by default, port number 2049 is used)
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RPC Port: FleT -

RPC port for vPower MFS service, Default value iz 6167, detected port iz
E1E1.

Mount Port: Toag E

Mount acceptorz port of ¥Power MFS service. Default value is 1058,
detected part iz 1058,

o =
vPower NF5 Port: | 2049 =2

MFS acceptors port of wPower MFS service. Default walue is 2049,
detected port iz 2049,

Step 7. Review Properties and Components

After the wizard checks for existing components, you can review the repository properties and
installed components.

Select the Import existing backups automatically check box. Veeam Backup & Replication will scan
the repository folder for existing backup files and automatically add them to the
Veeam Backup & Replication console under the Backups node.

If the repository folder contains guest file system index files that were previously created by

Veeam Backup & Replication, select the Import guest file system index check box. The index files will
be imported along with backups, so you will be able to search for guest OS files inside the imported
backups.

Review
g Pleaze review the settingz, and click Mest to continue.
|n

Mame Backup repository properties:

Repository type: Windows Server

Mount host: 172.16.11.99

Type

Server Account: Administrator

Fepositany Backup folder: C:\Backups
Wit throughtput: Mot limited

wFPower MFS
Maw parallel jobs: 4

The following components will be processed on server 172.16.11.43
Installer already exists

wPower NFS already exists

[ Import exizting backups autamatically

[ Import quest file system index

| < Previous | | M ent > | | Finizh | | Cancel

Step 8. Finish Working with the Wizard
You will see real time processing results in the log. Wait for the required operations to be performed.

When the wizard completes adding the backup repository, you can review the log information. Click
Finish to exit the wizard.
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Appl
- PplyY

Flease wait while backup repository iz created and saved in configuration. This may take a few minutes...
[

Mame Log:

Meszage Diuration
@ Creating repozitory folder

@ Registering client VEEAM for package «vPower MFS

e Al required packages have been successfully ingtalled

Fepositary (& Discovering installed packages

@ Dietecting server canfiguration

wFPower MFS @ Reconfiguring wPower NFS service

@ Creating configuration database records for installed packages

@ Creating database records for repogitony

e Backup repositony has been added zuccesshullp

Type

Server

Review

| < Previous | | M ewt > | | Firizh | | Cancel

Managing Backup Repositories

To edit settings of an added backup repository:
1. Open the Backup Infrastructure view.
2. Select the Backup Repositories node in the inventory pane.

3. Select the necessary backup repository in the working area and click Edit Repository on the
ribbon. You can also right-click the necessary repository in working area and select
Properties.

Then edit the repository settings as required.

To update information on backups stored on a repository, you can perform repository rescan.
Rescanning can be required if you have moved backups from repository to tape or if you have copied
backups to the repository. To make sure that the Veeam Backup & Replication database stores up-to-
date information about the backups that the repository hosts, open the Infrastructure view, select
the Backup Repositories node in the inventory pane, right-click the necessary repository in the
working area and select Rescan repository.

To remove a backup repository:
1. Open the Backup Infrastructure view.
2. Select the Backup Repositories node in the inventory pane.

3. Select the necessary backup repository in the working area and click Remove Repository on
the ribbon. You can also right-click the necessary repository in working area and select
Remove.

When you remove a backup repository, Veeam Backup & Replication unassigns the repository role
from the server, so it is no longer used as a backup destination. The actual server remains connected
to Veeam Backup & Replication.
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Important! You cannot remove a backup repository that is selected in any backup or replication job. To remove
such a repository, you need to delete all job references to it first.

Adding WAN Accelerators

To optimize traffic going over the WAN during backup copy jobs, you need to configure a pair of WAN
accelerators.

e  One WAN accelerator must be configured on the source side, closer to the source repository.

e The other WAN accelerator must be configured on the target side, closer to the target
repository.

To deploy a WAN accelerator, you should assign this role to a Microsoft Windows machine added to
the list of managed servers in Veeam Backup & Replication. The Microsoft Windows machine must
meet the following requirements:

1. You can use either physical or virtual Microsoft Windows machine as a WAN accelerator. The
role can be assigned to backup proxies and backup repositories existing in your backup
infrastructure as well.

2. You can use only 64-bit Microsoft Windows machines as WAN accelerators. 32-bit versions of
Microsoft Windows are not supported.

3. WAN acceleration operations are resource-consuming. When creating a WAN accelerator,
mind available CPU and RAM resources on the Microsoft Windows machine that you plan to
use as a WAN accelerator. It is recommended to assign this role to machines with 8 GB RAM
and more. Otherwise the WAN acceleration process may fail.

To configure a WAN accelerator, follow the next steps:

Step 1. Launch the New WAN Accelerator Wizard

To launch the New WAN Accelerator wizard, do one of the following:

e Open the Backup Infrastructure view, select the WAN Accelerators node in the inventory
pane and click Add WAN Accelerator on the ribbon.

e  Open the Backup Infrastructure view, right-click the WAN Accelerators node in the
inventory pane and select Add WAN Accelerator.
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VYeeam Backup & Replication

WAN Accelerator

& & R &
v

Add WAN  Edit WAN Remove WAN | Upgrade

Accelerator Accelerator  Accelerator

Manage WAN Accelerators | Upgrade |

Backup Infrastructure |,O Tipe in an object name to search for

Backup Prosies Hame Host Description
= Backup Repositories
WAN Accelerators

4 i SureBackup @ Add WAN Accelerator..,
&t Application Groups

& Vitual Labs
4 @ Managed servers
[ @ Wware vSphere
[ g Widware vCloud
b Gre Microsolt Hyper
7 Microsolt Windows

) L

% Backup & Replication

] ¥irtual Machines
[ Files
(4] Backup Infrastructure

@ SAN Infrastructure

[&} History

1 WAN Accelerators License: Enterprise Plus, Support: 1687 days remaining YEEQM .

Step 2. Choose a Server

At the Server step of the wizard, you should select a Microsoft Windows server to which the WAN
accelerator role will be assigned and define port and connection settings for the added WAN

accelerator:

1. From the Choose server list, select a Windows server added to Veeam Backup & Replication.
If the server is not added yet, you can click Add New to open the New Windows Server
wizard.

2. Inthe Description field, provide a description for future reference. It is recommended that
you describe the added WAN accelerator as the source or the target one. When you create a
backup copy job, this hint will be displayed in brackets next to the WAN accelerator name,
which will help you choose the necessary WAN accelerator to be used in the source and
target sites.

3. Inthe Traffic port field, specify the number of the port over which WAN accelerators will
communicate with each other. By default, port 6165 is used.

4. In the Streams field, specify the number of connections that should be used to transmit data
between WAN accelerators. By default, 5 connections are used.
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-
Chooge a server to instal WaMN accelerator components on, Wou can only select between Microzoft Windows servers added to

I

Cache
Fieview

Apply

the managed servers tree in the console.

Chooze server
172161113

Description:

Source WM acceleratol

Summary Traffic port : |F165

Step 3.

TCPAP port to use for data transfer. Enzure this port iz open in any firewall between sites.

Streanns:

Uzing multiple upload streams helps to fully zaturate WM links.

| < Previous | | E s | | Finizh | | Cancel

Define Cache Location and Size

At the Cache step of the wizard, you should define settings for the VeeamWAN folder that will be
created on the added WAN accelerator.

1.

In the Folder field, specify a path to the folder in which global cache data and Veeam WAN
service files should be stored. When selecting a folder for the target WAN accelerator, make
sure that there is enough space for holding global cache data.

(For the target WAN accelerator) In the Cache size field, specify the size for the global cache.
The global cache size is specified per source WAN accelerator. That is, if you plan to use one
target WAN accelerator with several source WAN accelerators, the specified amount of space
will be allocated to every source WAN accelerator that will be working with the target WAN
accelerator and the size of the global cache will increase proportionally. To learn more, see
Many to One WAN Acceleration.
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Important! Itis not recommended to specify a path of significant depth for the global cache folder. During WAN
acceleration operations, Veeam Backup & Replication generates service files having long file names.
Placing these files to a folder of significant depth may cause problems in the NTFS file system.

-
Specify location and size of global cache, Maote that & separate cache instance will be automatically created for each connected
Wﬁ partner WAN accelerator.

Server Folder:
|C: MW eeami AN | | Browse. ..

Path Capacity Free
Fieview | C:\ 2797 GE 2688 GB |

Apply

Surmmary

Cache size:

Minimum recommended cache size is 50 GB, which iz enough to cache data blocks belonging to
system files of all camman operating systems. Using larger cache improves data reduction ratio.

< Previous | | Mest > | | Finizh | | Cancel

Step 4. Review Components
At the Review step of the wizard, Veeam Backup & Replication will display the list of components
required for work of the WAN accelerator:

e Veeam Transport

e Veeam WAN Accelerator

If any of them is missing, Veeam Backup & Replication will automatically install them on the selected
server.
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Reviews the settings, and click Mext to continue,

I

Server WiaN Accelerator settings:

Cache Server name: 172.16.11.13
Server type: Physical

Cache size: 100 GB

Cache path: C:\VeeamwAMN
Apply

Surmmary

The following components will be processed on Trigtan:

Transport already exists
WiAM Accelerator will be installed

< Previous | | E s | | Finizh | | Cancel

Step 5. Assess Results

At the Apply step of the wizard, Veeam Backup & Replication will add the WAN accelerator to the
backup infrastructure in the real time mode.

Flease wait while we are inztaling and configuring required components. This may take a few minutes....

=

Server Log:

Meszage Diuration
0 Creating termporary folder

0 Uploading package Veeamt AN Swe_xB4.mai

0 Installing package YeeamwaNSve_xB4 mai

0 D eleting temporary folder

0 Fegistering client 172.16.11.13 for package Tranzpart
Surmmary 0 Fegistering client 172.16.11.13 for package Wi Acceleratar
GAII required packages have been successfully installed

0 Digcovenng installed packages.

0 Checking *WaM Accelerator service state.

0 Configuring ‘WAN Accelerator.

0 Fiestarting WM Accelerator service.

0 Creating configuration database recards for WM Acceleratar,
0 Creating configuratiob databaze recards for installed packages.
QWAN Accelerator created successfully.

Cache

Fieview

| < Previouz | | st > | | Finish | | Cancel

Step 6. Finish Working with the Wizard

Once the WAN accelerator is added, review the summary and click Finish to exit the wizard.
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o can copy the WA accelerator configuration information below for the future reference,

I

Server Surmary:

I Accelerator was successfully created.
Cache

Fieview

Apply

| < Previous | | M ewt > | | Firizh | | Cancel

Clearing Global Cache on WAN Accelerator

In some cases, you may need to remove data from the global cache. Such situation can occur, for
example, if data in the global cache gets corrupted.

Another use case is to clear the global cache to remove existing data and re-load new data to it. This
situation may occur if you plan to copy VMs of a completely different type. For example, if you have
copied VM running Microsoft Windows 2008R2 for some time, the global cache will contain data
blocks of Microsoft Windows 2008R2 VMs. After that, you may move to another version of OS, for
example, Microsoft Windows 2012 and may want to copy VMs running this OS. In this case, existing
data blocks in the global cache will be inappropriate and of no use for the backup copy job. In such
situation, it is recommended to clear the global cache before you start processing new types of VMs.
Veeam Backup & Replication will not need to continuously remove “old” data blocks from the global
cache and replace them with the “new” ones. During the first run of the new backup copy job,
Veeam Backup & Replication will populate the global cache with data blocks of appropriate type and
these blocks will be re-used further on.

To clear the global cache:
1. Open the Backup Infrastructure view.
2. Intheinventory pane, click the WAN Accelerators node.

3. Inthe working area, right-click the necessary WAN accelerator and select Clear cache.

216 |Veeam Backup & Replication for VMware | USER GUIDE | REV 3



Yeeam Backup & Replication =

B - WAN Accelerator @

& > X

AddWaN  EditWAN Remove WAM | Uparade
Accelerator Accelerator  Accelerator

Manage WAN Accelerators Upgrade

Backup Infrastructure |’C) Tupe in an objsct name to seorch for )

Backup Prosies Mame Host Description
g Backup Repositories QWAN Accelerator This server Created by YVEEAMBACKUPYAdrinistrator at 7/10§2013 5:05:05 PM,
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porade..
b O SureBackup
a @ tdanaged servers
I [E Whdware vSphere
I g “Whdware vCloud
[ in:. Microzoft Huperyf
3 E’: Microgsoft Windows

3 Q‘ Linus

Clear cache ‘
e}

Rernove

G x[&]=

Properties...

% Backup & Replication
@l ¥irtual Machines

ﬁj Files

|@| Backup Infrastructure

@ SAN Infrastructure

% History

1WAN Accelerator selected | License: Enterprise Plus VEEaQM .

Managing Network Traffic

If you plan to perform offsite backup or replicate VMs to a remote DR site, you can manage network
traffic by applying traffic throttling rules or limiting the number of data transfer connections. To learn
more about network traffic management possibilities, see Network Traffic Throttling and
Multithreaded Data Transfer.

Setting Network Traffic Throttling Rules

Managing Data Transfer Connections
Setting Network Traffic Throttling Rules

Network throttling rules are applied to limit the maximum throughput of traffic going from source to
target. In Veeam Backup & Replication, network traffic throttling rules are created and enforced
globally, at the level of the Veeam backup server. Rules are set not for a single IP address, but for a pair
of IP address ranges, on the source side and on the target side.

Throttling rules are checked against backup infrastructure components between which VM data is
transferred over the network: more specifically, on which Veeam Transport Services engaged in the
job are started. In case of backup, replication or VM copy jobs, throttling rules are checked against the
following components:

e On the source side: backup proxies, either dedicated or the default one — Veeam backup
server.

e Onthe target side:

« For backup jobs: Windows- or Linux-based backup repository or a proxying server
(in case you use a CIFS share as a backup repository).

« For replication jobs: backup proxy.
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In case of backup copying jobs, throttling rules are checked against the following components:

e If you copy backup files over the direct path, the throttling rule is checked against the
Windows- or Linux-based backup repository or a proxying server (in case you use a CIFS share
as a backup repository).

e If you copy backup files via WAN accelerators, the throttling rule is checked against the
source and target WAN accelerators.

If the IP address of the backup infrastructure component falls into the specified source IP range of a
rule, the corresponding rule will be applied to it. For example, if you specify 192.168.0.1 - 192.168.0.30
as the source range for a network traffic throttling rule and the backup proxy on the source side has IP
address 192.168.0.12, this rule will be applied to the proxy. The network traffic going from this backup
proxy to the target side will be throttled.

To create a throttling rule:
1. Select Traffic Throttling from the main menu.
2. Inthe Global Network Traffic Throttling section click Add.

3. Inthe Source IP address range section, specify a range of IP addresses for backup
infrastructure components from which VM data will be transferred over the network.

4. Inthe Target IP address range section, specify a range of IP addresses for backup
infrastructure components to which transferred VM data will be targeted.

5. Inthe Throttle network traffic to section, specify the maximum speed that can be used to
transfer traffic from source servers to target servers.

6. Inthe Apply this rule section, specify the period during which the rule should be enforced.
You can select to use throttling rules all the time, or schedule traffic throttling for specific
time intervals (for example, for business hours, to minimize the impact of job performance on
the production network).

Source |P address range:
[192.168. 0 . 1 |t |192.168. 0 .255]

Target IP address range:
[192.168. 0 . 1 | to | 192.168. 0 .255]

Thiattle netyaork, traffic bo:

Apply this nle:
0 Al the time

® During specified time perinds only
g
1

AP

Sunday

Z-4.6-8-10

Monday

Tuesday

I (® Enable

Wednesday |:|D Disabl
— izable

Thursday

Friday

Saturday

tMonday through Friday from B:00 Ak to 5:59 P

Cancel
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Note

For example, to manage network traffic during business and non-business hours, you can create two
throttling rules:

e Limit the speed to 1 Mbps Monday through Friday from 7 AM to 7 PM
e Limit the speed to 10 Mbps on weekends and from 7 PM to 7 AM on weekdays

In this case, Veeam Backup & Replication will limit the transfer speed to 1 Mbps during business hours,
while during non-business hours the speed will be limited to 10 Mbps.

If you create several traffic throttling rules for the same range of IP addresses, make sure that time
intervals when these rules are enabled do not overlap.

Network traffic throttling rules that apply to a specific proxy can be viewed at the Traffic step of the
backup proxy wizard.

=l Traffic
Chooge whether pou want to compress the network, traffic, and use inboud and outbound traffic thrattling for thiz backup prosy.
Traffic compression setting is used for replication only.

Server Thrattling
Limitz outbound data rate when zending the data to the specified destinations.
Throtting is global across backup prosies. with available bandwidth split equally.
The following throttling rules apply to this prosy:

Summary Tar

get |IP address range Thiottling Time
92168.0.1 - 19215 1 tbps Arytime

Manage network traffic throttling rules

| < Previous || E || Finizh || Cancel |

Note that several network traffic rules applied to the same backup infrastructure component may
cover the same range of target IP addresses. In case two throttling rules use the same target IP address
range, but have different speed limits, the rule with the lowest transfer speed will be used.

For example, there is a 4 Mbps throttling rule for a server with the 192.168.0.12 address and a 1 Mbps
rule for the 192.168.0.1 — 192.168.0.30 range. While both rules apply to the server with the
192.168.0.12 address, Veeam Backup & Replication will use the lowest transfer speed for the
192.168.0.12 server: that is, 1 Mbps.

Managing Data Transfer Connections

By default, for every job session, Veeam Backup & Replication uses multithreaded data transfer. VM
data from source to target is transferred over five TCP/IP connections. However, when several jobs are
scheduled to run at the same time, the load on the network may be heavy. If the network capacity is
not sufficient to support multiple data transfer connections, you can configure network traffic
throttling rules or disable multithreaded data transfer.
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To disable multithreaded data transfer:
1. Select Traffic Throttling from the main menu.

2. Inthe Global Network Traffic Throttling section, clear the Use multiple upload streams
per job check box. With this option disabled, Veeam Backup & Replication will use only one
TCP/IP transfer connection for every job session.

Traffic throttling rules:

Source IF range Target IP range Thrattling Time period Add.
19216801 -19216.. 192163.01-1521... 1 Mbps Anytime

[192.168.01 -192.16... 1721611 -17216... 1 Mbps Arptime

[#] Use multiple uplaad streams per job

Irmpraves job performance through better utilization of high-latency links. Dizable thiz option if pou are
unning rmultiple concurrent jobs, or for networking equipment compatibility purposes.

(1]8 | | Cancel

Managing Jobs

Any backup, replication or VM copy operation performed with Veeam Backup & Replication is a job-
driven process. A job is a specific task that can be accomplished immediately after its creation, saved
for future or scheduled to run automatically, at a specific time. To create a job, you should run a
corresponding wizard and complete all wizard steps.

To view all created jobs, open the Backup & Replication view and select the Jobs node in the
inventory pane. The list of available jobs will be displayed in the working area. You can edit job
properties, start and stop jobs, restart failed jobs, view job statistics data and delete unnecessary jobs.
Commands for all listed operations are available from the shortcut menu.

Creating Backup Jobs

To perform backup of VMs, you should create a backup job by means of the New Backup Job wizard.
This section will guide you through all steps of the wizard and provide explanation on available
options.
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Before You Begin

e  Prior to creating a backup job, make sure you have set up all necessary backup infrastructure
components for the job. Open the Backup Infrastructure view and check if the source hosts
are available under the Managed servers node in the inventory pane, backup proxies and
backup repositories are available under the Backup Proxies and Backup Repositories nodes
and properly configured. You will not be able to add backup infrastructure components or
change their configuration once the New Backup Job wizard is launched; you will need to
edit settings of the job after it is created to add these components. To learn more, see Setting
Up Backup Infrastructure.

e During every job run, Veeam Backup & Replication checks disk space on the destination
storage. If the disk space is below a specific threshold value, Veeam Backup & Replication will
display a warning in the job session log. To specify the disk space threshold, select Options
from the main menu. On the Notifications tab, specify the amount of free disk space
required in percent.

To create a backup job, follow the next steps:

Step 1. Launch the New Backup Job Wizard

To run the New Backup Job wizard, do one of the following:
e Onthe Home tab, click Backup Job and select VMware.

e Open the Backup & Replication view, right-click the Jobs node and select Backup >
VMware.

e Open the Virtual Machines view, select one or several VMs in the working area, click Add to
Backup on the ribbon and select New job. Alternatively, you can right-click one or several
VMs in the working area and select Add to Backup Job > New job. In this case, the selected
VMs will be automatically included into the backup job. You can add other VMs to the job
when passing through the wizard steps.

You can quickly include VMs to already existing jobs. To do that, open the Virtual Machines view,
right-click necessary VMs in the working area and select Add to Backup Job > name of a created job.

= Veeam Backup & Replication =-|0O g
©
& o) 2
By
Backup Replication | SureBackup Tape Backup VM File Restore Import
Job - Job - Job»  Backup Job - Copy Job - Copy Copy = Backup
Primary Jobs Auxiliary Jobs Restore
Eackup & Replication ‘,O Tvpe in an object name to search for %
A @ Jobs ” MName Type Status Last result et run Target Objects in job
Backup . Backup Stopped Success 7l28/2013 11:00:0...  Backup Share 1
LJ Back
dﬁ SureBacl \é ackup ' |b VMware..%_‘ Mware Backup Stopped Success Mot scheduled = Backups Yol2 2
@ Replication & Hyper-if.., Mware Backup Stopped Success <Mot scheduled > Default Backup Repository 1
@ Backup Copy & wCloud... Cloud Backup Stopped SuCcess <Mot scheduled > Backups Yoll 1
@ Tape {Meare Backup Stopped Success Fl2f2013 12:00:0,,,  Backups Yaoll i
b % Backups @vLah Backup {Orgd2)  viCloud Backup Stopped Success FI26/20153 8:00:00 ...  Backups Yoll i
b ﬁa Fieplicas e:Q‘}Websarwces Backup  WMware Backup Stopped Success 7I28/2013 10:30:0,,,  Backups Yoll z
[ m Last 24 houwrs
| % Backup & Replication ‘
@ Y¥irtual Machines
|jj Files
éil Backup Infrastructure
% SAN Infrastructure
I:%} History
|?jubs License: Enterprise Plus, Support: 1684 days remaining VEEAM .:
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Step 2. Specify Job Name and Description
At the first step of the wizard, enter a name and description for the job. The default description

contains information about the user who created the job, as well as the date and time when the job
was created.

Name
%l Type in a name and dezcription for this backup job.

M arne:

Active Directory Backup

Wirtual Machines
Description:
Created by WVEEAM Y administrator at 7/22/2013 32810 PM.

Storage

Guest Processing

Schedule

Summary

| < Previous | | Mext > | | Finizh | | Cancel

Step 3. Select Virtual Machines to Back Up

At this step, you should select an individual VM, multiple VMs or VM containers which you want to
back up. Jobs with VM containers are dynamic in their nature: if a new VM is added to the container
after a backup job is created, the job will be automatically updated to include the added VM.

Click Add to browse to VMs and VM containers that should be backed up. In the displayed tree, select
the necessary object and click Add.

To facilitate objects selection, you can switch between views by clicking Hosts and Clusters, VMs and
Templates or Datastores and VMs at the top of the tree. In addition, you can use the search field at
the bottom of the Add Objects window: click the button to the left of the field and select the
necessary type of object to search for (Everything, Folder, Cluster, Host, Resource pool, VirtualApp
or Virtual machine), enter the object’s name or a part of it and click the Start search button on the
right or press [ENTER].

Note Depending on the view you select, some objects may not be available (for example, if you select the
VMs and Templates view, no resource pools, hosts or clusters will be shown in search results).
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| || Cancel | Cancel

To remove an object from the list, select it and click Remove on the right.

The initial size of VMs and VM containers added to the backup job is displayed in the Size column in
the list. The total size of backed up objects is displayed in the Total size field. Use the Recalculate
button to refresh the total size value after you add a new object to the job.

Step 4. Exclude Objects from the Backup Job

After you have added VMs and VM containers to the list, you can specify which objects should be
excluded from backup. Veeam Backup & Replication allows excluding the following types of objects:
VMs and VM templates from VM containers, as well as specific VM disks.

To select which objects should be excluded, click Exclusions.

To exclude VMs from a VM container (for example, if you need to back up the whole ESX(i)
host excluding several VMs), click the VMs tab. Click Add on the right and select VMs that
should be excluded. To facilitate objects selection, you can switch between the Hosts and
Clusters, VMs and Templates and Datastores and VMs views, as well as use the search field
to find necessary objects by their name.

To exclude specific VM disks from backup, click the Disks tab, select the necessary VM in the
list and click Edit. If you want to exclude disks of a VM added as part of a container, use the
Add button to include the VM in the list as a standalone instance.

You can choose to process all disks, 0:0 disks (typically, the system disks) or select custom
disks. If you select the Remove excluded disks from VM configuration check box,

Veeam Backup & Replication will modify the VMX file to remove excluded disks from VM
configuration. If this option is used, you will be able to restore, replicate or copy VM from its
backup file to a location where excluded disks are not accessible with the original paths. If
you do not use this option, you will have to manually edit the VM configuration file to be able
to power on the VM.

When processing VM containers, Veeam Backup & Replication includes VM templates. To
exclude VM templates from backup, open the Templates tab and clear the Backup VM
templates check box. The Exclude templates from incremental backup option allows you
to include VM templates into full backups only.
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Note

¥irtug
% Select] Templates brnatically changes

Templates processing settings:
[#] Backup M templates

Mame
[w] Exclude templates from incremental hackup Add...
Storage
| [Excisons. |
Guest Proceszing
Schedule _‘I‘ Up
Surmmary

Recalculate

@ Templates backup functionality iz available in Metwork backup made anly.

Total zize:
33.9GB

Cancel

Veeam Backup & Replication automatically excludes VM log files from backup to make backup
process faster and reduce the size of the backup file.

Step 5. Define VM Backup Order

If you want to back up certain VMs before others, you can define the order in which the backup job
must process VMs. VM backup order can be helpful if you want to ensure that backup of a VM does
not overlap with other scheduled activities, or that backup is completed before a certain time.

To define VM backup order, select the necessary VMs and move them up or down the list using the Up
and Down buttons on the right. In the same manner, you can set the backup order for containers in
the backup list. Note, however, that if you choose to back up a container, VMs inside the container will
be processed at random. To ensure that VMs are processed in the defined order, you should add them
as standalone VMs, not as part of a container.
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¥irtual Machines
Select virtual machines to process via container, or granularly. Cortainer provides dynamic selection that automatically changes
az pou add new WM into container.

Mame Wirtual machites to backup:
Marne Tupe Size Add..
8 e Vitual Mac..  B0.0GE
[ denz Vitual Mac . 481 GB Fiemeve

Storage
Guest Pracessing Exclusions...

Scheduls + Up

Summary + Dowin

Recalculate

Total zize:
98.1 GB

| < Previous | | E s | | Finizh | Cancel

Step 6. Specify Backup Storage Settings

At this step of the wizard, you should select backup infrastructure components (backup proxy and
backup repository) and define backup storage settings.

Click Choose next to the Backup proxy field to select a backup proxy for the job.

e If you choose Automatic selection, Veeam Backup & Replication will detect backup proxies
that are connected to the source datastore and will automatically assign optimal proxy
resources for processing VM data.

Veeam Backup & Replication assigns resources to VMs included in the backup job one by one.
Before processing a new VM in the VM list, Veeam Backup & Replication checks available
backup proxies. If more than one proxy is available, Veeam Backup & Replication analyzes
transport modes that the proxies can use for data retrieval and the current workload on the
proxies to select the most appropriate resource for VM processing.

e Ifyou choose Use the backup proxy servers specified below, you can explicitly select
proxies that the job can use. It is recommended that you select at least two proxies to ensure
that the backup job will be performed should one of the proxies fail or lose its connectivity to
the source datastore.

From the Backup repository list, select a repository where the created backup should be stored.
Make sure you have enough free space on the storage device. When you select a repository,
Veeam Backup & Replication checks how much free space is available on the backup repository.
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Note

New Backup Jaob -

Storage
Specify processing proxy server to be used for source data retrieval, backup repositony to store the backup files produced by this
job and custamize advanced job zettings if required.

Mame Backup prowy:
|VMware Backup Prosy | | Choose. ..

Wirtual Machines

|Eackups Yoll [Backups Vol 1) v|
Guest Processing B 13TBfreect25TB Map backup

Schedule

Fietention policy

Summary Festore points to keep o digk: 14 5

[] Configure secondary destinations for this job

Copy backups produced by thiz job to another backup repositany, or to tape. Best practices
recommend maintaining at least 2 backups of production data, with one of them being off-site.

Advanced job settings include backup mode, compression and deduplication, ~
block size, notification settings, automated post-jiob activity and other settings. ior Advanced

| < Previous || E s | Finizh

You can map the job to a specific backup stored in a repository. Mapping can be used if you moved
backup files to a new repository and you want to point the job to an existing backup on a new
repository. Note that before configuring mapping settings, you need to rescan the repository to which
you moved backups. Otherwise, Veeam Backup & Replication will not be able to recognize the
backups. For details on rescanning repositories, see Managing Backup Repositories.

Mapping can also be helpful if you need to reconfigure an existing backup job or if the

Veeam Backup & Replication configuration database is corrupted, so it is necessary to recreate the
jobs. To set up job mapping, click the Map backup link and point to the necessary backup in the
repository. Backups stored in a repository can be easily identified by job names. To facilitate search,
you can also use the search field at the bottom of the window.

To point a job to an existing backup, make sure the corresponding backup folder includes a complete
set of backup files (.vbm, .vbk and .vib/.vrb).

Note that backups created with Veeam Backup & Replication v5 do not include .vbm files, and
therefore, cannot be used for mapping “as is”. To generate a .vbm file for a v5 backup, you need to
perform at least one job pass after upgrading to Veeam Backup & Replication 7.0.

In the Retention policy section, specify the number of restore points that should be kept on disk. If
this number is exceeded, the earliest restore point will be deleted. The number of restore points is a
relative value and doesn’t correspond to the number of days to store them. Please keep in mind that
such retention policy mechanism works for reversed incremental backup; for incremental backup
another mechanism is applied. To learn about the retention policy for incremental backup, see
Retention Policy.

If you want to archive the backup file created by the backup job to tape or create a copy of the file in
some other location, select the Configure secondary destination for this job check box. With this
option enabled, the New Backup Job wizard will include an additional step, Secondary Target. At
this step of the wizard, you can link a VM tape backup job or a backup copy job to the backup job you
create. To learn more, see Step 8. Specify Secondary Target.
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Step 7. Specify Advanced Backup Settings

Click Advanced to specify advanced options for the backup job.

Backup settings

Select the method you want to use to back up VMs: Reversed incremental or Incremental. For
details, see Backup Methods.

Backup | Storage | M otifications | wSphere I advanced | Storage Integration

Backup mode
) Reversed incremental
Each incremental run produces full recovery file of the most recent
state. Recommended for backup to general purpoze disk.
® Incremental

Traditional incremental backup with periodic fullz. Recommended for
backup to tape, remote site and deduplicating storage appliances.

[#] Enable synthetic fulls [forever-incremental)
Create on: Saturday
[ Transform previous full backup chains inta rollbacks

Allows to keep only one full backup file on digk ta zawe
dizk. zpace. Increazes synthetic full creation timne.

Active ull backup
[w] Perform active full backups periodically

() Manthlyor: | First ||Monday || Months... |

® wieekly on selected days:
Saturday

|| Cancel |

If you choose the incremental backup method, you must select to periodically create a synthetic full
backup or perform active full backups.

e To create a synthetic full backup, select the Enable synthetic fulls (forever-incremental)
check box and click Days to schedule synthetic fulls on the necessary days. The created
synthetic full backup will be used as a starting point for subsequent increments.

You can additionally choose to transform the previous full backup chain into the reversed
incremental backup chain. To do so, select the Transform previous full backup chains into
rollbacks check box. To learn more about the transform process, see Transforming
Incremental Backup Chains into Reversed Incremental Backup Chains.

e To perform full backups regularly, select the Perform active full backups periodically check
box and define scheduling settings. The created full backup will be used as a starting point
for subsequent increments.

Note If you schedule the active full backup and the synthetic full backup with or without the transform task
on the same day, Veeam Backup & Replication will perform only active full backup and skip the
synthetic backup and the transform task.

When scheduling periodic full backups, you need to make sure you have enough free space on the

backup repository. As an alternative, you can perform active full backup manually. To do so, right-click
the ready backup job in the list and select Active Full.
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Storage settings

On the Storage tab, specify deduplication, compression and optimization settings for backup files
that the job will provision. For details, see Compression and Deduplication.

| Backupl Storage | Matifications | wSphere I Advanced I Storage Integration

Deduplication
[#] Enable inine data deduplication [recommended)

Cormprezsion
Lewel:

| QOptimal [recommended)

Optirmal compression provides for the best compression to performance
ratio, and lowest backup prosy CPU usage.

Storage optimizations
Optimize for:

Local target W

Best performance at the cost of lower deduplication ratio and larger
incremental backup size. Becommended for fastest backup to SAM, DAS
of local storage.

Cancel |

By default, Veeam Backup & Replication performs deduplication before storing VM data to a backup
repository. Deduplication provides a smaller size of the resulting backup file but may reduce backup
performance.

You can disable deduplication at all by clearing the Enable inline data deduplication check box. By
disabling this option, you also change the mechanism of incremental backup. If Changed Block
Tracking is enabled for the job, Veeam Backup & Replication will save all data block CBT has marked as
new to the destination storage, without performing additional check or using Veeam’s filtering
mechanism. This will result in faster incremental backup. To learn more, see Changed Block Tracking.

In the Compression section, specify a compression level for the created backup: None, Dedupe-
friendly, Optimal, High or Extreme.
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In the Storage optimizations section, select the type of backup target you are planning to use.
Depending on the chosen option, Veeam Backup & Replication will use data blocks of different size to
optimize the size of backups and job performance:

Local target (16 TB + backup size). This option provides the lowest deduplication ratio and
produces the largest incremental backup file. This option is recommended for backup jobs
that can produce very large full backup files — larger than 16 TB.

Local target. This option is recommended if you are planning to use SAN, DAS or local
storage as a target. SAN identifies larger blocks of data and therefore can process larger
quantities of data at a time. This option provides the fastest backup job performance but
reduces the deduplication ratio — the larger a data block is, the lower is the chance to find an
identical block.

LAN target. This option is recommended for NAS and on-site replication. It provides a better
deduplication ratio and reduces the size of an incremental backup file.

WAN target. This option is recommended if you are planning to use WAN for offsite backup.
Veeam Backup & Replication uses small data blocks, which involves significant processing
overhead but results in the maximum deduplication ratio and the smallest size of increment
files.

Notifications settings

Use the Notifications tab if you want to be notified when the backup job is completed.

Backup | Storage | Motifications | vSphere I &dvanced | Storage Integration

Automatic natifications
[#] Send email natifications to the following recipients:

[[] Enable SMMP notifications for this job

Wh notes
[w] Set successiul backup details to this ' attribute:

| adriniztrator@veean. com

“ou can specify multiple recipients separated by semicalan.

| MHaotes

Select the Send email notifications to the following recipients check box if you want to
receive notifications by email in case of job failure or success. In the field below, specify a
recipient’s email address. You can enter several addresses separated by a semicolon.

Email notifications will be sent only if you have selected the Enable email notification check
box in the Options window and specified email notification settings (select Tools > Options
from the main menu). For details, see Specifying Notification Settings.

Select the Enable SNMP notification for this job check box if you want to receive SNMP
traps when a job is completed successfully. SNMP traps will be sent if you configure SNMP
settings in Veeam Backup & Replication and on the recipient’s computer. For details, see
Specifying SNMP Settings.
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e Inthe VM notes section, select the Set successful backup details to this VM attribute
check box to write to a VM custom attribute information about successfully performed
backup and data on backup results (backup date and time, backup console name and path to
the backup file). In the field below, enter the name of the necessary attribute. If the specified
attribute does not exist, Veeam Backup & Replication will create it.

vSphere settings

On the vSphere tab, specify if file system freezing and changed block tracking should be used.

| Backup | Storage | Motifications | ¥Sphere | Advanced | Storage Integration

Guest quiescence
[] Enable Ytware Tools quisscence

Mative quiezcence iz only uzed for wirtwal machines with
application-aware image processing disabled.

Changed black tracking
[#] Use changed block tracking data [recommended)

[#] Enable CBT for all protected Yhs automatically

Changed block tracking [CBT] allows for fast incremental backup
and replication of Vs with virbual hardware wersion 7 or later. For
CET to be enabled, WM rust have no existing shapshats.

Cancel |

The Enable VMware tools quiescence option enables freezing of the file system for proper snapshot
creation. With this option enabled, creation of a snapshot is performed with the help of the sync driver
responsible for holding incoming I/0 and flushing all dirty data to a disk, thus making the file systems
consistent.

In the Changed block tracking section, specify if vSphere Changed Block Tracking (CBT) should be
used. By default, this option is selected. If you want to force using changed block tracking even if CBT
is disabled on the ESX(i) host, select the Enable changed block tracking for all processed VMs check
box.

Important! You can use this option only for VMs using virtual hardware version 7 or later.
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Advanced settings

On the Advanced tab, specify miscellaneous advanced settings for the job.

| Backup | Storage | Motifications | vSphere| Advanced | Storage Integration

Integrity checks
[#] Enable automatic backup integrity checks

Shapzhat
[ Safe removeal for snapshots larger than: 100

File zelective image processing
[#] Exclude swap file blocks from processing

WM retention
[+ Remove deleted 4t s data from backup after days

Pzt job activity
[ Run the following command:

| C:hbackuphpost-backup. bat | | Browse. . |

® Fun every EE backup cycle
O Fun on selected days only

Saturday

e Select the Enable automatic backup integrity checks check box if you want
Veeam Backup & Replication to periodically check the full backup file. An automatic backup
check allows you to verify integrity of the backup file and avoid a situation when a full backup
is corrupted, making all further increments corrupted, too.
A backup check is performed every time the job is started. During the backup check,
Veeam Backup & Replication verifies the service data written to the backup file. If the check
fails, Veeam Backup & Replication displays a notification message, prompting you to perform
a new active full backup. During such full backup, no integrity check is performed.

Tip The integrity check verifies only service data in the full backup file. To perform a CRC check, you can
create a SureBackup recovery verification job and instruct it to validate the verified backup file. To
learn more, see Performing Recovery Verification.

e If you are running pre-ESX 3.5 Update 2 hosts, consider enabling the safe snapshot removal
option. Because a full image-level backup can take long time depending on the VM size, the
VM snapshot can grow very large. When a large snapshot is removed on a VM with heavy disk
1/0, a consolidation helper snapshot may grow large too, and will then require a long time to
be committed. While a helper snapshot is being committed into VM virtual disk files, the VM
remains completely “frozen”, and depending on the consolidation helper snapshot size, the
freeze time may be so long that some applications running on a VM will time out. To prevent
such situation, Veeam Backup & Replication offers a procedure of safe snapshot removal
which includes creating an additional snapshot in cases when the “main” snapshot size is
above the specified threshold. An additional snapshot is used to host writes while the “main”
snapshot is being deleted. This ensures that a consolidation helper snapshot does not grow
large. To use this option, select the Safe removal for snapshots larger than ... MB check box
and specify a threshold for the size of a snapshot that should not be exceeded.

231 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



¢ Inthe File selective image processing section, define whether you want to exclude blocks
of Windows page files from the backup. During backup, Veeam Backup & Replication checks
the NTFS MFT file on Windows-based VMs to identify blocks of the Windows pagefile, and
excludes these blocks from processing. Windows page files are dynamic in their nature and
change intensively between backup job runs, even if VMs do not change much. Therefore,
page file processing results in reduced backup performance and increased size of backup
increments.
Clear the Exclude swap file blocks from processing check box if Windows page files should
be processed during backup.

e Inthe VM retention section, specify the number of days to keep backup data for deleted
VMs. If a VM is no longer available (for example, it was deleted or moved to another location),
Veeam Backup & Replication will keep its data in the backup for the period you specify in the
Remove deleted VMs data from backup after field. When this retention period is over, data
of the deleted VM will be removed from backup files. To learn more, see Retention Policy for
Deleted VMs.

The retention period for deleted VMs is particularly useful if the job is configured to create
synthetic full backups, and you want to make sure that the full backup does not include
redundant data.

e Select the Run the following command check box if you want to execute post-backup
actions (for example, to launch a script recording the resulting backup file to tape). Use the
Browse button to select an executable file.

You can select to execute post-backup actions after a number of backup cycles or on specific
week days. If you select the Run every... backup cycle option, specify the number of the
backup job run after which the file should be executed. If you select the Run on selected
days only option, click the Days button and specify week days when actions should be
performed.

Storage integration settings

On the Storage Integration tab, define whether you want to use the Backup from Storage Snapshots
technology or not. Backup from Storage Snapshots lets you leverage HP SAN snapshots for VM data
processing. The technology dramatically improves RPOs and reduces impact of backup activities on
the production environment.

By default, the Use storage snapshots option is enabled. If you do not want to use the Backup from
Storage Snapshots technology, clear the check box. To learn more, see Performing Backup from
Storage Snapshots.
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Storage
Specify prg
job and cul

Mame

Wirtual Machines

Guest Proceszing
Schedule

Summary

| Backup I Sharage | Maotifications I vEphere | Advanced | Storage Inbegration L

Storage integration
[W] Use storage snapshots

Enable thiz option to uze storage shapshots [instead of Wkware
shapshots] ag a backup source for this job. Using storage snapshots
sighificantly reduces impact on the environment.

[x]

up files produced by this

) (]

Best practices
=m being off-site.

) (o]

Step 8. Specify Secondary Target

The Secondary Target step is available if you have selected the Configure secondary destination
for this job check box at the Storage step of the wizard. Using this step of the wizard, you can link a

VM tape backup job or a backup copy job to the created backup job. As a result, the backup file

created by the backup job you configure will be automatically archived to tape or copied to another

location.

To link a job, click Add on the right and select the necessary job from the list. Note that the VM tape
backup job or the backup copy job you want to link must be pre-configured on the Veeam backup

server.

To learn more, see Linking Backup Jobs to Backup Copy Jobs and Linking Backup Jobs to Backup to

Tape Jobs.
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Secondary
se the bach
backups and

Mame
Wirtual Machines

Storage

Guest Processing
Schedule

Surnrmary

Select Jobs

[x]

4 ﬁ Jobs

‘ﬁ- Tvpe in an object nome to seorch for

)

[ ok

|| Cancel |

Add

efficiently creating remote

Remove

Cancel

Step 9. Enable Application-Aware Image Processing and Indexing

At the Guest Processing step of the wizard, you can enable guest file indexing and select to create a

transactionally consistent backup.

Guest Processing
% Chooge additional processing options available for Microsoft Windows guests.

MHame
Wirtual Machines

Storage

Schedule

Surnmary
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[+ Enable application-aware image processing

Quiesces applications uzing Microzoft W55 to ensure transzactional consistency, performs
transaction logs processing, and prepares application-specific W55 restore procedure.

[] Enable guest file system indexing

Creates catalog of guest files to enable browsing, searching and 1-click restores of individual files.

Indexing is optional, and is not reguired to perfarm instant file level recovernies.,

Guest 05 credentialz

Credentialz: | Yeeam [administrator sccount)

v | add.

Manage accounts

Click Advanced to customize guest proceszing options for individual Vs,

< Previous | |

Mext >

Finizh

| | Cancel




e If you want to create a transactionally consistent backup ensuring successful recovery of VM
applications without any data loss, select the Enable application-aware image processing
check box. For details, see Transaction Consistency.

e If you want to index guest files in a VM you back up, select the Enable guest file system
indexing check box. Veeam Backup & Replication will perform file indexing and enable you to
perform fast and accurate search for VM guest OS files via the Veeam Backup Enterprise
Manager web Ul, and restore these files with a single click.

To coordinate proper indexing and VSS activities, Veeam Backup & Replication injects a runtime
process inside the VM. The process is run only during VSS quiescence and indexing procedures and is
stopped immediately after processing is finished (depending on the selected option, during the
backup job or after it is finished), thus producing low impact on VM performance and stability. In the
Guest OS credentials section, specify an account with local administrative privileges for injecting the
process. If you have not set up the necessary credentials beforehand, click the Manage accounts link
at the bottom of the list or click Add on the right to add the necessary credentials. To learn more, see
Managing Credentials.

The user name in credentials must be supplied in the DOMAIN\USERNAME format. The guest OS
credentials you provide will be used for all VMs included in the backup job.

Click Advanced to specify advanced options for Veeam VSS and indexing processing. The Advanced
Options section contains a list of VMs that will be processed with Veeam VSS and indexing tools.

Advanced Options 2

Guest processing settings:

Object Applications: |ndexing Account

Require success  Partial <default:

Credentials: | Weeam [administrator account] W | |

IManage accounts

| Ok || Cancel |

Default

| Ok || Cancel |

By default, for all VMs in the list Veeam Backup & Replication uses common credentials you provided
in the Guest OS credentials section. If a different account should be used to inject the process into a
specific VM, select the VM in the list, click Set User and enter custom guest OS credentials. To discard
custom credentials for a VM, select it in the list and click Default.

If you want to define custom settings for a VM added as part of a container, include the VM in the list
as a standalone instance. To do so, click Add VM and choose a VM whose settings you want to
customize. Next, select the VM in the list and define the necessary custom settings. To discard custom
settings of a VM, select the VM in the list and click Remove.
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To provide granular quiescence and indexing options for a VM, select it in the list and click Edit.

Transaction logs

Applications | |ndesing

Applications

Application-aware processing logic quissces applications uzing
Microzoft W55, and configures therm to perform required V55
restare steps during nest VM boat.

® Require successful application processing

() Ignore application processing failures

() Disable application processing

Logz pruning is supported for Microsoft Exchange and
Micrazaoft SOL Server.

® Truncate logs on successiul backup only
() Truncate logs immediately

() Do hat truncate logs

In the Applications section on the Applications tab, specify the VSS behavior scenario:

Select Require successful application processing if you want Veeam Backup & Replication
to stop the backup of the VM if any VSS errors occur.

Select Ignore application processing failures if you want to continue backing up the VM
even if VSS errors occur. This option is recommended to guarantee completion of the job. The
created backup image will not be transactionally consistent, but rather crash consistent.

Select Disable application processing if you do not want to enable quiescencing for the VM
atall.

Use the Truncation logs section to define the scenario of transaction log handing:

Select Truncate logs on successful backup only if you want Veeam Backup & Replication to
trigger truncation of transaction logs only after the job is finished successfully. In this case,
the Veeam runtime process will wait for the backup to complete, and then it will trigger
truncation of transaction logs. If truncation of transaction logs is not possible for some
reason, the logs will remain untouched in the VM guest OS until the next start of the Veeam
runtime process.

Select Truncate logs immediately if you want Veeam Backup & Replication to trigger
truncation of transaction logs in any case, no matter whether the job finishes successfully or
fails.

Select Do not truncate logs if you do not want Veeam Backup & Replication to truncate logs
at all. This option is recommended if you are using another backup tool to perform guest-
level backup, and this tool maintains consistency of the database state. In such scenario,
truncation of logs with Veeam Backup & Replication will break the guest-level backup chain
and cause it to fall out of sync.
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Applications | Indexing

Guest file system indexing mode:

) Dizable indexing

() Index evenything
@ |ndex everything except:

Falder add.
ZwindirZ;
%ProgramFiles® Remove

RTEMPZ Default

Index anly fallawing folders:

Falder Add...

Femove

Click the Indexing tab to specify indexing options for the VM. Please keep in mind that file indexing is
supported for Windows-based VMs only.

e Select Disable indexing if you do not want to index guest OS files of the VM.
e Select Index everything if you want to index all guest OS files inside the VM.

e Select Index everything except if you want to index all guest OS files except those defined
in the list. By default, system folders are excluded from indexing. You can add or delete
folders to exclude using the Add and Remove buttons on the right. You can use any system
environment variables, for example: $windir$, $Program Files% and $Temp%.

e Use Index only following folders to select specific folders that you want to index. To form
the list of folders, use the Add and Remove buttons.

Step 10. Define the Job Schedule

At the Schedule step of the wizard, you can select to only run the backup job manually, schedule the
job to start at a specific time- (for example, the least busy hours to reduce the impact on the virtual
environment) or define a schedule for the job to run on a regular basis.

To specify the job schedule, select the Run the job automatically check box. If this check box is not
selected, the job is supposed to be run manually.

You can define the following scheduling settings for the job:

e You can choose to run the job at specific time on defined week days, monthly and with
specific periodicity.

e You can choose to run the job continuously. In this case, the next run of the backup job will
be started as soon as the previous one is completed, maintaining your backup always in the
most recent state. To run the job continuously, select the Periodically every option and
choose Continuously from the list on the right.

e You can choose to run the job repeatedly throughout a day with a set time interval. At the
Schedule step of the wizard, select the Periodically every option, enter the necessary time
interval and select the necessary time unit: Hours or Minutes. Click Schedule on the right and
use the time table to define the permitted time window for the job. If you choose to run the
job at an hourly interval, in the Start time for hourly jobs field, specify the exact time when
the job should start.
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For example, you want to start a job every 2 hours from 9 AM to 6 PM. At the Schedule step,
select the Periodically every option, enter 2 in the field on the right and select Hours from
the list. Click Schedule and use the Permitted and Denied options to mark the time window
from 9 AM to 6 PM. In the Start time for hourly jobs field, specify the exact start time of the
job, for example, 15 minutes. The job you have scheduled will start at 9:15 AM, 11:15 AM, 1:15
PM, 3:15 PM and 5:15 PM.

e You can chain jobs. In the common practice, jobs start one after another: when the job "A"
finishes, the job "B" starts and so on. If you want to create a chain of jobs, you should define
the time schedule for the first job in the chain. For the rest of the jobs in the chain, at the
Schedule step of the wizard, select the After this job option and choose the preceding job
from the list.

New Backup Job £

Schedule
%I Specify the job scheduling options. I you do not set the schedule, the job will need to be controlled manually.

Name [v] A

Time Periods -

Virtual Machines
Storage 12« 2«4-B-8:10:12-2-4-E-8-10-12

Secondary Target

Guest Processing

Summiary [

Sunday through Saturday from 6:00 AM to 7:55 PM
Start time for hourly jobs: 18] -2 min

In the Automatic retry section, define whether Veeam Backup & Replication should attempt to run
the backup job again in case it fails for some reason. A repeatedly run job will include failed VMs only.
Enter the number of attempts to run the job and define time spans between them. If you select
continuous backup, Veeam Backup & Replication will retry the job for the defined number of times
without any time intervals between the job runs.

In the Backup window section, determine a time span within which the backup job must be
completed. The backup window prevents the job from overlapping with production hours and
ensures it does not provide unwanted overhead on your virtual environment. To set up a backup
window for the job, select the Terminate job if it exceeds allowed backup window check box and
click Window. In the Time Periods section, define the allowed window and prohibited hours for
backup. If the job exceeds the allowed window, it will be terminated.

Note After you have created a scheduled job, you can temporarily disable it (that is, hold it for some time
without changing the set time schedule). Right-click a job in the list and select Disable Job from the
shortcut menu. To enable the job schedule, right-click the job and deselect Disable Job in the
shortcut menu.
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Step 11. Finish Working with the Wizard

After you have specified schedule settings, click Create. Select the Run the job when I click Finish
check box if you want to start the created job right after you complete working with the wizard. Click
Finish to close the wizard.

Summary
%l The job’s zettings hawve been saved successfully. Click Finizsh to exit the wizard.

MHame Summary:

Mame: Active Directory Backup

wirtual Machines: Target Path; C:\backups

Type: Backup

Target reposzitory; Backups Yoll

Target repository host: 172.16.13.157

. Target repozitory path; C:\backups

Guest Processing Command line: "'C:\Program Files'WeeamsB ackup and Replication'weeam. B ackup b anager exe”
backup 515151 7-120f-4500-bb51-4b9d1 377 edE2

Storage

Schedule

[ Run the job when | click Finish

< Previous | | N | | Finizh | | Cancel

Creating Replication Jobs

To replicate VMs, you should create a replication job by means of the New Replication Job wizard.
You can perform the created job immediately, schedule or save it. This section will guide you through
all steps of the wizard and provide explanation on available options.

Step 1. Launch the New Replication Job Wizard

To run the New Replication Job wizard, do one of the following:
e  Onthe Home tab, click Replication Job and select VMware.

e Open the Backup & Replication view, right-click the Jobs node and select Replication >
VMware.

e Open the Virtual Machines view, select one or several VMs in the working area, click Add to
Replication on the ribbon and select New job. Alternatively, you can right-click one or
several VMs in the working area and select Add to Replication Job > New job. In this case,
the selected VMs will be automatically included into the backup job. You can add other VMs
to the job when passing through the wizard steps.

You can quickly include VMs to already existing jobs. To do that, open the Virtual Machines view,
right-click necessary VMs in the working area and select Add to Replication Job > name of a created
job.
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=P8 Home Wigw
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Backup Replication  Backup VM Restore Import
Job - Job~ CopylJob. Copy Copy o Backup
Jobs | Restore |
Backup & Replication |/D Tipe in an object nome to search for ®
A Jobs Type Skatus Last result Mext run Target Cbijects in job
@ Backup g 4 1 TMware Backun Idle <iContinuous = Default Backup Repository 1
% Backup Copy 53 Replication 4 ﬁ VMware.I} Stopped  Success «MNot scheduled> Default Backup Repository 2
4 |B Backups @ Backup Copy N dg Hyper-ii.. Stopped Success <Not scheduled:» Default Backup Repository 2
é Disk —
é Imported Vi Copy..
Iﬁ Last 24 hours @ File Copy...
| % Backup & Replication
@ Virtual Machines
ﬁj Files
@ Backup Infrastructure
@ SAN Infrastructure
% History
3 jobs | License: Enterprise Plus, Support: 1686 days remaining VEEQM

Step 2. Specify Job Name and Description

At the first step of the wizard, enter a name and description for the job. The default description
contains information about the user who created the job, as well as the date and time when the job

was created.

Name

Specify the name and description for this job, and provide information on wour DR site,

Yirtual Machines
Destination
Metwork

Re-lF

Job Settings
Seeding

Guest Proceszing
Schedule

Surnmary

Mamne:

Oracle Replication

Dezcription:

Created by WEEAM' adminiztrator at 7/22/20013 S:16:10 PH.

Dezcribe your DR site:;
[#] Low connection bandwidth [enable replica seeding)
[w] Separate vitual networks [enable network remapping)

[#] Different IP addressing scheme (enable re-P)

New> || Fiish

< Previous | |

| | Cancel
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If you plan to replicate to a DR site, you can use a number of advanced configuration settings for the
job:

e Select the Low connection bandwidth check box to enable the Seeding step in the wizard.
Replica seeding can be used if you plan to replicate to a remote site and want to reduce the
amount of traffic sent over network during the first run of the replication job.

e Select the Separate virtual networks check box to enable the Network step in the wizard. If
the network in the DR site does not match the production network, you can resolve this
mismatch by making up a network mapping table.

e Select the Different IP addressing scheme check box to enable the Re-IP step in the wizard.
Re-IP possibilities can be used to automate reconfiguration of replica IP addresses for
Windows-based VMs in case IP schemes in the DR and production sites do not match.

Step 3. Select Virtual Machines to Replicate

At this step, you should select an individual VM, multiple VMs or VM containers which you want to
replicate. Jobs with VM containers are dynamic in their nature: if a new VM is added to the container
after a replication job is created, the job will be automatically updated to include the added VM.

Note If you choose to replicate container objects, Veeam Backup & Replication will automatically exclude
any existing VM templates from containers.

E3
¥irtual Mac
Select on or = replication.

% Select objects: E%

Mame Type
MName ) aracle ‘irtual Machine
@ oracle? irtual Machine .
D estination
FelF
[u]
Job Settings
Seeding

Guest Proceszing
Schedule

Surmmary

Total size:
‘*v oracle x | 0.0 KB

[ |

Click Add to browse to VMs and VM containers that should be replicated. In the displayed tree, select
the necessary object and click Add.

To facilitate objects selection, you can switch between views by clicking Hosts and Clusters, VMs and
Templates or Datastores and VMs at the top of the tree. In addition, you can use the search field at
the bottom of the Add Objects window: click the button to the left of the field and select the
necessary type of object to search for (Everything, Folder, Cluster, Host or Virtual machine), enter
the object’s name or a part of it and click the Start search button on the right or press [ENTER].

Note Depending on the view you select, some objects may be not available: for example, if you select the
VMs and Templates view, you will not be able to see and find resource pools.
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To remove an object from the list, select it and click Remove on the right.

The initial size of VMs and VM containers added to a replication job is displayed in the Size column in
the list. The total size of objects is displayed in the Total size field. Use the Recalculate button to
refresh the total size value after you add a new object to the job.

Step 4. Exclude Objects from the Replication Job

After you have added VMs and VM containers to the list, you can specify which objects should be
excluded from replication. Veeam Backup & Replication allows excluding the following types of
objects: VMs from VM containers, as well as specific VM disks.

To select which objects should be excluded, click Exclusions.

e To exclude VMs from a VM container (for example, if you need to replicate the whole ESX(i)
host excluding several VMs), click the VMs tab. Click Add on the right and select VMs that
should be excluded. To facilitate objects selection, you can switch between the Hosts and
Clusters, VMs and Templates and Datastores and VMs views, as well as use the search field
to find necessary objects by their name.

e To exclude specific VM disks from replication, click the Disks tab, select the necessary VM in
the list and click Edit. If you want to exclude disks of a VM added as part of a container, use
the Add button to include the VM in the list as a standalone instance.

You can choose to process all disks, 0:0 disks (typically, the system disks) or select custom
disks. If you select the Remove excluded disks from VM configuration check box,

Veeam Backup & Replication will modify the VMX file to remove excluded disks from VM
configuration. If this option is used, you will be able to restore, replicate or copy the VM to a
location where excluded disks are not accessible with the original paths. If you do not use this
option, you will have to manually edit the VM configuration file to be able to power on the
VM.

Note Veeam Backup & Replication automatically excludes VM log files from replicas to make replication
faster and reduce the size of the replica.

Yirtus W disks to process:
% Select 0 Al dizks ation.
() Disk 0:0 only [typically, system disk)

® Selected disks:

MName
% 5CS1(0.0) | Selectall | [ add. |
[ 581 (52 Clear &
D estination [] SEs1(0:3)
[[] 5C51[0:4) Exclusi
Job Settings [[] 5C51(0:5)
Guest Processing
D
Scheduls SCS1(010)
SCSID:171)
Surnmary SCSID12) -—

SCS1(0:13) Recalculate

SCS1[0:14)
SCS1(0:15)
SCS1(1:0)
SCSI1:1)
SCS11:2)
SCSI1:3) Total size:
[]5C51(1:4) 32.4 GB
] 5C51(1:5)

Cancel |
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Step 5. Define VM Replication Order

If you want to replicate certain VMs before others, you can define the order in which the replication
job must process VMs. VM replication order can be helpful if you want to ensure that replication of a
VM does not overlap with other scheduled activities, or that replication is completed before a certain
time.

To set VM replication order, select the necessary VMs and move them up or down the list using the Up
and Down buttons on the right. In the same manner, you can set the replication order for containers
in the backup list. Note, however, that if you choose to replicate a container, VMs inside a container
will be processed at random. To ensure that VMs are processed in the defined order, you should add
them as standalone VMs, not as part of a container.

¥irtual Machines
% Select on or more Whiz to replicate, Uze exclusion zettings to exlude specific YMs and virtual disks from replication.

Virtual machites to replicate:
MHame Add...

] WVirtual Machine 2900GE
@ oracle? Virtual Machine

Remove
Destination

Excluzsions. ..
Metwark,

Re-IF 4+ Up
B]
Job Settings ¥ Down
Seeding
Fecalculate
Guest Proceszing

Schedule

Surnmary

< Previous | | E s | | Finizh |

Step 6. Specify Replica Destination

At this step of the wizard, you should select destination for created replicas.
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Destination
% Specify where replicas should be created in the DR site,

Mame Host ar cluster:

| esu2Z veeamn local

Wirtual Machines

Fesource poal:
Metwork, | Resources

Pick rezource pool for zelected replicas
RelP

W folder:

WM

Job Settings

Seeding Pick WM folder for selected replicas

Guest Proceszing D atastare:

Schedule datastored [1.5 TE free]

Fick datastore for selected virtual disks
Surnmary

< Previous | | E s | | Cancel

Host or cluster

Click Choose and select the host or cluster where replicas will be registered. Assigning a cluster as a
target ensures more sustainable replication process — the replication job will be performed until
there is at least one available host in the cluster.

To facilitate selection, use the search field at the bottom of the window: click the button on the left of
the field to select the necessary type of object that should be searched for (Cluster or Host), enter an
object’s name or a part of it and click the Start search button on the right or press [ENTER].

Resource pool

Specify a resource pool in which replicas will be included. If all or the majority of replicas should
belong to the same resource pool, click Choose and select the destination resource pool. To facilitate
selection, use the search field at the bottom of the window: enter the resource pool name or a part of
it and press ENTER.

If you want to map replicas to different resource pools, click the Pick resource pool for selected
replicas link. In the Choose resource pool section, click Add VM on the right and select the necessary
VMs. To map the added VM to a resource pool, select it in the Replica VM resource pool list and click
Resource Pool at the bottom of the window. From the list of available resource pools, choose the
necessary one.

VM folder

Specify a folder to which replicas will be placed. If all or the majority of replicas should be stored in the
same folder, click Choose and select the necessary folder. To facilitate selection, use the search field at
the bottom of the window: enter the folder name or a part of it and click the Start search button on
the right or press [ENTER].

If you want to map replicas to different VM folders, click the Pick VM folder for selected replicas link.
In the Choose folder section, click Add VM on the right and select the necessary VMs. To map an
added VM to a VM folder, select it in the Replica VM folder list and click VM Folder at the bottom of
the window. From the list of available folders, select the necessary one.
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Datastore

Specify a datastore where VM replica files will be stored. If all or the majority of replicas will be stored
on the same datastore, click Choose and select the necessary datastore. Note that

Veeam Backup & Replication will display only those datastores that are accessible by the selected
replication target. If you have chosen to replicate VMs to a cluster, Veeam Backup & Replication will
display only shared datastores.

To facilitate selection, use the search field at the bottom of the window: enter the datastore name or a
part of it and press ENTER.

If you want to place replicas to different datastores, click the Pick datastore for selected virtual disks
link. In the Choose VM Files Location section, click Add VM on the right and select VMs that should
be mapped to datastores. To map an added VM to a datastore, select it in the Files location list and
click Datastore at the bottom of the window. From the list of available datastores, select the
necessary one.

Additionally, you can choose to store replica configuration files and disk files in different locations. To
do so, add a VM to the Files location list, expand it and select the required type of files. Click
Datastore at the bottom of the window and choose the destination for the selected type of files.

By default, Veeam Backup & Replication preserves the format of replicated VM disks. If necessary, you
can configure the job to change the disk format. For example, if the original VM uses thick disks, you
can change the format of replica disks to thin provisioned, and thus, save on disk space required to
store replica data. To change replica disk format, add the VM to the Files location list, select it and
click Disk type at the bottom of the window. In the Disk Type Settings section, choose the format
that will be used to restore replica disk files: same as the source disk, thin or thick. Please note that disk
format change is available only for VMs using virtual hardware version 7 or later.

Step 7. Create a Network Map Table

This step is available if you have selected the Separate virtual networks option at the Name step of
the wizard.

At this step, you should create a table that maps production (source) networks to DR site (target)
networks. To add a network mapping entry, click Add. In the Source network field, define the
production network where original VMs reside. In the Target network field, define the name of the
network that will be substituted for the source network in the DR site.
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New Replication Job £

Network

Select howe virtual netwarks map to each other between production and DR sites,

Mame Metwark mapping:

i _ Source network Target netwark. Add..
Wirtual Machines

Destination

Source network: |Netw0rk1?2.'|5rc || Browse. ..

Re-lF

T arget network: |Nelwork‘|92.188.x || Browese...

Job Settings

Seeding | | Cancel

Guest Proceszing
Schedule

Surnmary

| < Previous || E s || Finizh || Cancel |

Veeam Backup & Replication checks the network mapping table during every job run and updates
replicas’ configuration files in accordance with the mapping table.

Step 8. Configure Re-IP Rules
This step is available if you have selected the Different IP addressing scheme option at the Name
step of the wizard.

At this step, you should set up rules according to which Veeam Backup & Replication will reconfigure
IP addresses of Windows-based replicas when you perform failover. To add a re-IP rule, click Add.

[x]

Re-IP

Source YM

Specify re-lP ules tg orted for Microsoft Windows

guests. IP address: 172,16 .12 . *
Subnet mask: 286266 0 .0
Mame
Target Wi
Wirtual Machines
IP address: 192168 . 12 . *°
Destination Subriet mask: 255.288. 0 .
Metwark. Default gateway: 192 .168. O .
_ Preferred DMS zerver:
Job Settings Alternate DNS server:
Sl Preferred WINS server
Guest Processing Alternate WINS server:
Scheduls Description
Summany M apping scheme

Finizh | | Cancel
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e Inthe Source VM section, describe an IP numbering scheme adopted in source site. To
facilitate configuration, Veeam Backup & Replication detects an IP address and subnet mask
for the machine where it is installed, and pre-populates these values.

e Inthe Target VM section, describe an IP numbering scheme adopted in the DR site — an IP
address, subnet mask and default gateway that will be used for VM replicas. If necessary,
define the DNS and WINS server addresses.

e Inthe Description field, enter a brief outline of the rule or any related comments.

Note To specify a range of IP addresses, use the asterisk character (*), for example: 172.16.17.* For a range
of IP addresses 172.16.17.0-172.16.17.255.
Do not use 0 to specify a range of IP addresses. In Veeam Backup & Replication, value 172.16.17.0 will
define a regular IP address 172.16.17.0, not an IP address range.

Step 9. Specify Replication Job Settings

At this step of the wizard, you should assign replication infrastructure components for the job and
define replication job settings.

In the Data transfer section, select backup proxies that will be used to transfer VM data from source
to target, and a repository to store replica metadata.

If you plan to replicate within one site, the same server can act as the source proxy and target proxy.
For offsite replication, you must deploy at least one proxy server in each site to establish a stable
connection for data transfer across sites. Click Choose next to the Source proxy and Target proxy
fields to select backup proxies for the job. In the Backup Proxy section, you can choose automatic
proxy selection or assign proxies explicitly.

e If you choose Automatic selection, Veeam Backup & Replication will detect backup proxies
that are connected to the source and target datastores and will automatically assign optimal
proxy resources for processing VM data.

Veeam Backup & Replication assigns resources to VMs included in the replication job one by
one. Before processing a new VM from the list, Veeam Backup & Replication checks available
backup proxies. If more than one proxy is available, Veeam Backup & Replication analyzes
transport modes that the proxies can use and the current workload on the proxies to select
the most appropriate resource for VM processing.

e If you choose Use the backup proxy servers specified below, you can explicitly select
proxies that the job can use. It is recommended that you select at least two proxies to ensure
that the job will be performed should one of job proxies fail or lose its connectivity to the
source datastore.
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Job Settings
Specify proxp server o be uzed for source data retrieval, backup repository to store the replica metadata, replica suffix and
retention policy, ahd customize advanced job settings if required.
Mame Data transfer

_ . ‘Wwhen replicating between zites, pou muzt deploy at least one backup prosy server locally in each
Wirtual Machines site, and specify backup repository located in the source site to host metadata in.

Source prowy;

Destination
|\-"Mware Backup Proxy | | Choose. . |

Metwork, Target prowy:

|Automatic selection || Choose... |

RelP - -
Fepository for replica metadata:

|Backups Woll [Backups Yol 1] v|
B 13TBheeal 257TE

Seeding

Replica settings

Replica name suffis:

Restore points to keep: E

Advanced job zettings include traffic compression, block size, notification
zettings, automated post-job activity and other options. @' Advanced

| < Previous || E s || Finizh || Cancel |

Guest Proceszing
Schedule

Surnmary

From the Repository for replica metadata list, select a repository that is located in the source site.
The repository will store metadata (checksums of read data blocks) required to streamline incremental
passes of the job.

In the Replica name suffix field, enter a suffix that will be appended to the name of the VM you are
replicating. This name, with the suffix added, will be used to register the replicated virtual machine on
the target server. Files of the replicated VM will be placed to the selected datastore to the

VMname (vm—-1ID) folder.

In the Restore points to keep field, specify the number of restore points that should be maintained
by the replication job. If this number is exceeded, the earliest restore point will be deleted.

Step 10. Specify Advanced Replica Settings

Click Advanced to specify advanced options for the created replication job.

Traffic settings

On the Traffic tab, specify compression and optimization settings for replication files that the job will
provision.
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Note

Cormprezsion
Lewel:

Traffic | M atifications I wSphere I Advanced | Storage Integration

| Optimal [recommended) W |

Optimal compression provides for the best compression to performance
ratio, and lowest backup prosy CPU usage.

Storage optimizations
Optimize for:

LAk target

Better deduplication ratio and reduced incremental backup size at the
cozt of zome processing overhead. Recommended for backup to NAS
and on-site replication.

In the Compression section, specify a compression level for replica traffic sent over network: None,
Dedupe-friendly, Optimal, High or Extreme.

Compression is applicable only if replicated data is transferred between two proxy servers. If one
server acts as a source and target proxy, replicated data is not compressed at all.

In the Storage optimizations section, select the type of replication target you are planning to use.
Depending on the chosen option, Veeam Backup & Replication will use data blocks of different sizes.
When selecting the data block size, consider the following aspects:

You can

Veeam Backup & Replication writes information about every data block of the VM replica to
the VM replica metadata stored on the backup repository. The smaller is the size of the data
block, the more data blocks there are and the more netadata is written to the backup
repository.

When reading the VM image, Veeam Backup & Replication "splits" the VM image into blocks
of the selected size. The more data blocks there are, the more time is required to process the
VM image.

During incremental job cycles, Veeam Backup & Replication uses CBT to define changed data
blocks in the VM. The larger is the size of the found changed data block, the more amount of
data needs to be transferred to the target side.

select the following data blocks for VM image processing:

Local target (16 TB + backup size). This option is recommended for replication jobs that can
produce very large replicas — larger than 16 TB. With this option selected,

Veeam Backup & Replication uses data blocks of a very large size, which reduces the job
processing overhead.

Local target. This option is recommended if you are planning to use SAN, DAS or local
storage as a target. SAN identifies larger blocks of data and therefore can process larger
quantities of data at a time. This option provides the fastest replication job performance but
increases the amount of traffic at incremental replication cycles.

LAN target. This option is recommended for NAS and onsite replication: it provides the best
ratio between the time required for VM data processing and the amount of traffic going to
the target side.
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e  WAN target. This option is recommended if you are planning to use WAN for offsite
replication. Veeam Backup & Replication will use small data blocks, which will lead to
significant processing overhead but will result in small amount of traffic going over the WAN
at incremental replication cycles.

Notification settings

Use the Notifications tab if you want to be notified when the replication job is completed.

Traffic: | Motificatiors | wSphere I Advanced | Storage Integration

Automatic notifications
[ Send email natifications to the following recipients:

| adrinistrator@veeanm.com

“r'ou can specify multiple recipients separated by semicolon.

[#] Enable SMMP notifications for this job

e Select the Send email notifications to the following recipients check box if you want to
receive notifications by email in case of job failure or success. In the field below, specify a
recipient’s email address. You can enter several addresses separated by a semicolon.

Email notifications will be sent only if you have selected the Enable email notification check
box in the Options window and specified email notification settings (select Tools > Options
from the main menu). For details, see Specifying Notification Settings.

e Select the Enable SNMP notification for this job check box if you want to receive SNMP
traps when a job is completed successfully. SNMP traps will be sent if you configure SNMP
settings in Veeam Backup & Replication and on the recipient’'s computer. For details, see
Specifying SNMP Settings.

vSphere settings

On the vSphere tab, specify if file system freezing and changed block tracking should be used.
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|Traffic|Notifications wSphere | Advanced | Storage Integration

Guest quiescence
[ Enable Ytware Tools quiescence
Mative quiezcence iz only uzed for wirtwal machines with
application-aware image processing disabled.
Changed black tracking
[w] Use changed black tracking data [recommended]

[#] Enable CBT for all protected Yis automatically

Changed block tracking [CET) allowes for fast incremental backup
and replication of Vs with virbual hardware wersion 7 or later. For
CET to be enabled, M must have no existing shapshots.

The Enable VMware tools quiescence option enables freezing of the file system for proper snapshot
creation. With this option enabled, creation of the snapshot is performed with the help of the sync
driver responsible for holding incoming 1/0 and flushing all dirty data to a disk, thus making the file
systems consistent.

In the Changed block tracking section, specify if vSphere Changed Block Tracking (CBT) should be
used. By default, this option is selected. If you want to force using changed block tracking even if CBT

is disabled on the ESX(i) host, select the Enable changed block tracking for all processed VMs check
box.

Important! You can use this option only for VMs using virtual hardware version 7 or later.
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Advanced settings

On the Advanced tab, specify miscellaneous advanced settings for the job.

| Trafficl Notificationsl vSphere| Advanced | Storage Integration

Integrity checks
[#] Enable automatic backup integrity checks

Shapzhat
[#] Safe removal for smapshots langer than: MB

File zelective image processing
[#] Exclude swap file blocks from processing

Post job activity
[#] Fiun the following command:

| C:Abackuppost-process bat | | Browse... |

® Fun every backup cycle
() Fun on selected days only

Saturday

e Select the Enable automatic backup integrity checks check box if you want
Veeam Backup & Replication to periodically check the VM replica. An automatic integrity
check allows you to verify integrity of the VM replica files and avoid a situation when a VM
replica is corrupted, making all further increments corrupted, too.
An integrity check is performed every time the job is started. During the check,
Veeam Backup & Replication verifies service information for the VM replica written to the
replica metadata on the backup repository. If the check fails, Veeam Backup & Replication
displays a notification message, prompting you to replicate the VM anew. During such
replication cycle, no integrity check is performed.

e Ifyou are running pre-ESX 3.5 Update 2 hosts, consider enabling the safe snapshot removal
option. Because full image-level replication can take a long time depending on the VM size,
the VM snapshot can grow very large. When a large snapshot is removed on a VM with heavy
disk 1/0, a consolidation helper snapshot may grow large too, and will then require a long
time to be committed. While a helper snapshot is being committed into VM virtual disk files,
the VM remains completely “frozen”, and depending on the consolidation helper snapshot
size, the freeze time may be so long that some applications running on a VM will time out. To
prevent such situation, Veeam Backup & Replication offers a procedure of safe snapshot
removal which includes creating an additional snapshot in cases when the “main” snapshot
size is above the specified threshold. An additional snapshot is used to host writes while the
“main” snapshot is being deleted. This ensures that a consolidation helper snapshot does not
grow large. To use this option, select the Safe removal for snapshots larger than ... MB
check box and specify a threshold for the size of a snapshot that should not be exceeded.

e IntheFile selective image processing section, define whether you want to exclude blocks
of Windows page files from the replica. During replication, Veeam Backup & Replication
checks the NTFS MTF file on Windows-based VMs to identify blocks of the Windows pagefile,
and excludes these blocks from processing. Windows page files are dynamic in their nature
and change intensively between replication job runs, even if VMs do not change much.
Therefore, page file processing results in reduced replication performance and increased size
of increments.
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Clear the Exclude swap file blocks from processing check box if Windows page files should
be processed during replication.

e Select the Run the following command check box if you want to execute post-replication
actions. Use the Browse button to select an executable file.
You can select to execute post-replication actions after a number of replication cycles or on
specific week days. If you select the Run every... backup cycle option, specify the number of
the replication job run after which the file should be executed. If you select the Run on
selected days only option, click the Days button and specify week days when actions should
be performed.

Storage integration settings

On the Storage Integration tab, define whether you want to use the Backup from Storage Snapshots
technology or not. Backup from Storage Snapshots lets you leverage HP SAN snapshots for VM data
processing. The technology dramatically improves RPOs and reduces impact of replication activities
on the production environment.

By default, the Use storage snapshots option is enabled. If you do not want to use the Backup from
Storage Snapshots technology, clear the check box. To learn more, see Performing Backup from
Storage Snapshots.

| Traffic I Matifications I wSphere I Advanced | Storage Integration

Storage integration
[#] Use storage snapshots

Enable thiz option to use storage snapshots (instead of YiMware
shapshots] a¢ a backup source for this job. Using storage snapshots
zigrificantly reduces impact on the environment,

Cancel |

Step 11. Define Seeding and Mapping Settings

This step is available if you have selected the Low connection bandwidth option at the Name step of
the wizard.
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Configuring Replica Seeding

If you plan to replicate to a remote DR site over WAN or low-bandwidth network, consider initial
replica seeding. To take advantage of replica seeding, you need to perform a number of preparatory
tasks before configuring this step:

1. Create a backup (seed) of the VM you plan to replicate. To do that, configure a backup job
that points to an onsite backup repository. Run the job to perform a full backup.
If you have previously created a backup containing all necessary VMs, there is no need to
configure and run a new backup job. For seeding, you can use any existing backup created
with Veeam Backup & Replication v6. The backup must include .vbk and .vbm files. If you have
a full backup and a chain of forward increments, you can use .vib files along with the .vbk and
.vbm files. In this case, Veeam Backup & Replication will restore VMs from the seed to the
latest available restore point.

2. Copy the backup from the backup repository in the production site to a backup repository in
the DR site. If you do not have a backup repository in the DR site, you will need to create one.
You can move the backup using a file copy job or any other appropriate method (for
example, copy the backup to a removable storage device, ship the device to the DR site and
copy backups to the backup repository in the DR site).

3. After the backup is copied to the backup repository in the DR site, perform rescan of this
repository. Otherwise, Veeam Backup & Replication might not be able to detect the new
backup.

When the preliminary steps are completed, you can configure replica seeding settings for the job. In
the Initial seeding section, select the Get seed from the following backup repository check box.
From the list of repositories, select a DR-site repository to which the seed (the full backup) was copied.

Seeding
ﬁl Specify the backup repasitary with backup files of production WMz, The backup repasitory must be located in the DR site.

Name Initial seeding

[w] Get seed from the following backup repositary:
Yirtual Machines

| Backups Vall [Backups Yol 1)
B 50.4GE free of 79.7 GE

Destination

Metwork,

Feplica mapping

RedP [ Map replicas to existing Wiz

Job Settings Original /i Replica Wi Edit...
@ aracle Mo rapping _
@ oracle? Mo mapping

Guest Proceszing

Schedule

Detect

Summary IF you already have replicas in the target site, replication job can reuse them.
This way, only differences will be transferred ower WAN b the first job run.

| < Previous || M ent > || Finizh || Cancel |

During the first run of the job, Veeam Backup & Replication will restore full VMs from the backup and
then additionally synchronize them with the original VMs. All subsequent incremental replication runs
will be performed in the regular course.
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Note If you select the Get seed from the following backup repository check box,
Veeam Backup & Replication will attempt to restore all VMs included in the job from the seed you
specified. If a VM is not found in the seed, it will be skipped from replication.
Within the same job, you configure both replica seeding and replica mapping - for example, if a job
includes 2 VMs, you can use seeding for one VM, and map the other VM to an existing replica. Note
that if the Get seed from the following backup repository check box is selected, all VMs in the job
must be covered with seeding or mapping — in case a VM is neither available in the seed, nor mapped,
it will be skipped from replication. And on the contrary, if the same VM is both available in the seed
and mapped to an existing replica, replication will be performed using replica mapping - as mapping
has precedence over seeding.

Configuring Replica Mapping

To reduce the amount of traffic sent over the network during replication, you can map the VM you
plan to replicate to its already existing replica. Veeam Backup & Replication will link the original VM to
the existing replica, and the replication job will use this replica in a regular replication course.

If there is no existing replica, you can restore a VM from the backup and map it to the original VM.
During the first pass of the job, Veeam Backup & Replication will compare the original VM to its
mapped copy and will transfer only differences between the two VMs to synchronize the restored
replica with the production VM.

To set up VM mapping, select the Map replicas to existing VMs check box and click the Detect
button. Veeam Backup & Replication will scan the destination location for existing replicas and will
populate the mapping table if any matches are found.

If Veeam Backup & Replication does not find a match, you can map a VM to a replica manually. To do
so, select a production VM from the list, click Edit and choose an existing replica. To facilitate
selection, use the search field at the bottom of the window.

To break a mapping association, select the VM in the list and click Remove.
Note If you use replica seeding or mapping, make sure that you correctly set up replication infrastructure
components for the job (source-side backup repository for metadata and backup proxies). It is

recommended that you explicitly assign backup proxies in the production site and in the DR site. For
details, refer to step 9 of the procedure.
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Seeding
% Specify the backup repositary with backup files of production ¥Ms, The backup repository must be located in the DR site,

M arne

Yirtual Machines
Destination
Metwark,

Re-F

Job Settings

Guest Proceszing
Schedule

Surnmary

Imitial zeeding

[] Get seed from the following backup repositan:

| Backups Vall [Backups Yol 1)

@ 13tBaiz5TE

Replica mapping
[w] Map replicas to esisting %M

Original W Replica Wi
@ oracle oracle_replica
@ aracle2 oracle2_replica

Edit...

Detect

If you already have replicas in the target site, replication job can reusze ther.

Thiz way. only differences will be transfered over WAN by the first job run.
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Step 12. Enable Application-Aware Image Processing

If you want to create a transactionally consistent replica ensuring successful recovery of VM
applications without any data loss, select the Enable application-aware image processing check

box.

To coordinate proper VSS activities, Veeam Backup & Replication injects a runtime process inside the
VM. The process is run only during VSS quiescence procedure and stopped immediately after the
processing is finished (depending on the selected option, during the replication job or after it is
finished), thus producing low impact on VM performance and stability.

In the Guest OS credentials section, specify an account with administrative privileges for injecting
the process. Please note that the user name must be supplied in the DOMAIN\USERNAME format. The
guest OS credentials you provide will be used for all VMs included into the replication job.
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Guest Processing
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Click Advanced to specify advanced option for Veeam VSS processing. The Advanced Options
section contains a list of VMs that will be processed with Veeam VSS.
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By default, for all VMs in the list Veeam Backup & Replication uses common credentials you provided
in the Guest OS credentials section. If a different account should be used to inject the process into a
specific VM, select the VM in the list, click Set User and enter custom guest OS credentials. To discard
custom credentials for a VM, select it in the list and click Default.

If you want to define custom settings for a VM added as part of a container, include the VM in the list
as a standalone instance. To do so, click Add VM and choose a VM whose settings you want to
customize. Next, select the VM in the list and define the necessary custom settings. To discard custom
settings of a VM, select the VM in the list and click Remove.
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To provide granular quiescence and indexing options for a VM, select it in the list and click Edit.
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In the Applications section on the Applications tab, specify the VSS behavior scenario:

e Select Require successful application processing if you want Veeam Backup & Replication
to stop replicating the VM if any VSS errors occur.

e Select Ignore application processing failures if you want to continue replicating the VM
even if VSS errors occur. This option is recommended to guarantee completion of the job. The
created replica will not be transactionally consistent, but crash consistent.

e Select Disable application processing if you do not want enable quiescencing for the VM.
Use the Truncation logs section to define the scenario of transaction log handing:

e Select Truncate logs on successful backup only if you want Veeam Backup & Replication to
trigger truncation of logs only after the job is finished successfully. In this case, Veeam
runtime process will wait for the replication to complete, and then will trigger truncation of
transaction logs. If truncation of transaction logs is not possible for some reason, the logs will
remain untouched in the VM guest OS till the next start of the Veeam runtime process.

e Select Truncate logs immediately if you want Veeam Backup & Replication to trigger
truncation of logs in any case, no matter whether the job finishes successfully or fails.

e Select Do not truncate logs if you do not want Veeam Backup & Replication to truncate logs
at all. This option is recommended if you are using another tool to perform guest-level
replication and this tool maintains consistency of the database state. In such scenario,
truncation of logs with Veeam Backup & Replication will break the guest-level replication
chain and cause it to fall out of sync.

Step 13. Define the Job Schedule

At the Schedule step of the wizard, you can select to manually run the replication job, schedule the
job to start at a specific time —(for example, the least busy hours to reduce impact on the virtual
environment) or define a schedule for the job to run on a regular basis.

To specify the job schedule, select the Run the job automatically check box. If this check box is not
selected, the job is supposed to be run manually.
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You can define the following scheduling settings for the job:

e You can choose to run the job at specific time on defined week days, monthly and with
specific periodicity.

e  You can choose to run the job continuously. In this case, the next run of the backup job will
be started as soon as the previous one is completed, maintaining your backup always in the
most recent state. To run the job continuously, select the Periodically every option and
choose Continuously from the list on the right.

e You can choose to run the job repeatedly throughout a day with a set time interval. At the
Schedule step of the wizard, select the Periodically every option, enter the necessary time
interval and select the necessary time unit: Hours or Minutes. Click Schedule on the right and
use the time table to define the permitted time window for the job. If you choose to run the
job at an hourly interval, in the Start time for hourly jobs field, specify the exact time when
the job should start.

For example, you want to start a job every 2 hours from 9AM to 6PM. At the Schedule step,
select the Periodically every option, enter 2 in the field on the right and select Hours from
the list. Click Schedule and use the Permitted and Denied options to mark the time window
from 9AM to 6PM. In the Start time for hourly jobs field, specify the exact start time of the
job, for example, 15 minutes. The job you have scheduled will start at 9:15 AM, 11:15 AM, 1:15
PM, 3:15 PM and 5:15 PM.

e You can chain jobs. In the common practice, jobs start one after another: when the job "A"
finishes, the job "B" starts and so on. If you want to create a chain of jobs, you should define
the time schedule for the first job in the chain. For the rest of the jobs in the chain, at the
Schedule step of the wizard, select the After this job option and choose the preceding job

from the list.
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In the Automatic retry section, select to repeat an attempt to run the replication job in case it fails for
some reason. A repeatedly run job will include failed VMs only. Enter the number of attempts to run
the job and define time spans between them. If you select continuous replication,

Veeam Backup & Replication will retry the job for the defined number of times without any time
intervals between the job runs.

In the Backup window section, determine a time span within which the replication job must be
completed. The backup window prevents the job from overlapping with production hours and
ensures it does not provide unwanted overhead on your virtual environment. To set up a backup
window for the job, select the Terminate job if it exceeds allowed backup window check box and
click Window. In the Time Periods section, define the allowed window and prohibited hours for
replication. If the job exceeds the allowed window, it will be terminated.

Note After you have created a scheduled job, you can temporarily disable it (that is, hold it for some time
without changing the set time schedule). Right-click a job in the list and select Disable Job from the
shortcut menu. To enable the job schedule, right-click the job and deselect Disable Job in the
shortcut menu.

Step 14. Finish Working with the Wizard

After you have specified schedule settings, click Create. Select the Run the job when I click Finish
check box if you want to start the created job right after you complete working with the wizard. Click
Finish to close the wizard.
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Mame Summary:
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Creating VM Copy Jobs

With a VM copy job, you can create a fully-functioning copy of a VM that will require no manual
editing and adjustments. VM copying can be helpful if you want to move your datacenter, mirror your
production environment to test lab storage and so on. Just as backup and replication jobs, a VM copy
job can be performed using the Direct SAN Access, Virtual Appliance and Network transport modes,
supports VSS options, can be run on demand or scheduled.

This section will guide you through all steps of the VM Copy wizard and provide explanation on
available options.
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Before You Begin

e  Prior to creating a VM copy job, make sure you have set up all necessary infrastructure
components for the job. Open the Infrastructure view and check if source and destination
hosts are available under the Managed servers node in the management tree, backup proxies
and backup repositories are available under the Backup Proxies and Backup Repositories
nodes and properly configured. You will not be able to add VM copy infrastructure
components or change their configuration once the VM Copy Job wizard is launched. For
detailed information on adding VM copy infrastructure components, see Setting Up Backup
Infrastructure.

e During every job run, Veeam Backup & Replication checks disk space on the destination
storage. If the disk space is below a specific threshold value, Veeam Backup & Replication will
display a warning in the job session log. To specify the disk space threshold, select Options
from the main menu. On the Notifications tab, specify the amount of free disk space
required in percent.

To create a copy job for VMware virtual machines, follow the next steps:

Step 1. Launch the VM Copy Job Wizard

To run the VM Copy Job wizard, do either of the following:
e  Onthe Home tab, click VM Copy.

e  Open the Virtual Machines view, select one or several VMs in the working area, click Add to
VM Copy on the ribbon and select New job. Alternatively, you can right-click one or several
VMs in the working area and select Add to VM Copy Job > New job. In this case, the selected
VMs will be automatically included into the VM copy job. You can add other VMs to the job
when passing through the wizard steps.

You can quickly include VMs to already existing jobs. To do that, open the Virtual Machines view,
right-click necessary VMs in the working area and select Add to VM Copy Job > name of a created job.
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Step 2. Specify Job Name and Description

At the first step of the wizard, enter a name and description for the job. The default description
contains information about the user who created the job, as well as the date and time when the job
was created.

Name
@ Type in a name and dezcription for this W copy job.

M arne:

File server copy

Wirtwal Machines
Description:
Storage Created by VEEAMSadministiator at 7/22/2013 94308 PM.

Guest Processing

Schedule

Summary

| < Previous | | Mext > | | Finizh | | Cancel

Step 3. Select Virtual Machines to Copy

At this step, you should select an individual VM, multiple VMs or VM containers you want to copy. Jobs
with VM containers are dynamic in their nature: if a new VM is added to the container after a copy job
is created, the job will be automatically updated to include the added VM.

Click Add to browse to VMs and VM containers that should be copied. In the displayed tree, select the
necessary object and click Add.
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To facilitate objects selection, you can:

e  Switch between views by clicking the Hosts and Clusters, VMs and Templates or
Datastores and VMs buttons at the top of the tree.

e Use the search field at the bottom of the window: click the button on the left of the field to
select the necessary type of object that should be searched for (Everything, Folder, Cluster,
Host, Resource Pool, Virtual Application or VM), enter an object’s name or a part of it and
click the Start search button on the right or press [ENTER].

Depending on the view you select, some objects may not be available (for example, if you select the
VMs and Templates view, you will not be able to see and find resource pools).

To remove an object from the list, select it and click Remove on the right.

The initial size of VMs and VM containers added to the VM copy job is displayed in the Size column in
the list. The total size of objects is displayed in the Total size field. Use the Refresh button to refresh
the total size value after you add a new object to the job.

Step 4. Exclude Objects from the VM Copy Job

After you have added VMs and VM containers to the list, you can specify which objects should be
excluded from the VM copy job. Veeam Backup & Replication allows excluding the following types of
objects: VMs and VM templates from VM containers, as well as specific VM disks.

To select which objects should be excluded, click Exclusions on the right.

e To exclude VMs from a VM container (for example, if you need to copy the whole ESX host
excluding several VMs running on this server), click the VMs tab. Click Add on the right and
select VMs that should be excluded. To display all hosts added to
Veeam Backup & Replication, select the Show full hierarchy check box. To facilitate objects
selection, you can switch between the Hosts and Clusters, VMs and Templates and
Datastores and VMs views, and use the search field just as in the main window of the wizard.

e To exclude specific VM disks from the copy job, open the Disks tab, select the necessary VM
in the list and click Edit. If a VM is not in the list, you can add it by clicking Add. You can
choose to process all disks, 0:0 disks (typically, the system disks) or select custom disks.
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By default, the Remove excluded disks from VM configuration check box is selected, which
means that Veeam Backup & Replication will modify VMX file to remove disks you want to
skip from VM configuration. When this option is used, you will be able to restore, replicate or
copy VM to a location where excluded disks are not accessible with the original paths. If you
do not use this option, you will have to manually edit VM configuration file to be able to
power on a VM.

e  When processing VM containers, Veeam Backup & Replication copies VM templates along
with VMs. If you do not want to copy VM templates, open the Templates and clear the Backup
VM templates check box. The Exclude templates from incremental backup option allows
you to process VM templates with a full copy job only.

Note Veeam Backup & Replication automatically excludes VM log files from a copy job to make copying
process faster and reduce the size of the VM copy.
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Step 5. Define VM Copy Order

If you want to copy certain VMs before others, you can define the order in which the VM copy job
must process VMs. VM copy order can be helpful if you want to ensure that copying of a VM does not
overlap with other scheduled activities, or that the copy process is completed before a certain time.

To set VM copy order, select the necessary VMs and move them up or down the list using the Up and
Down buttons on the right. In the same manner, you can set the copy order for containers in the
backup list. Note, however, that if you choose to copy a container, VMs inside the container will be
processed randomly. To ensure that VMs are processed in the defined order, you should add them as
standalone VMs, not as part of a container.
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Step 6. Specify Copy Destination

At this st
destinati

ep of the wizard, you should select VM copy infrastructure components and define storage
on for the created VM copy.

Click Choose next to the Backup proxy field to select a backup proxy for the job.

If you choose Automatic selection, Veeam Backup & Replication will detect backup proxies
that are connected to the source datastore and will automatically assign optimal proxy
resources for processing VM data.

VMs included in the copy job are processed one by one. Before processing a new VM from the
list, Veeam Backup & Replication checks available backup proxies. If more than one proxy is
available, Veeam Backup & Replication analyzes transport modes that the proxies can use for
data retrieval and the current workload on the proxies to select the most appropriate
resource for VM processing.

If you choose Use the backup proxy servers specified below, you can explicitly select
proxies that the job can use. It is recommended that you select at least two proxies to ensure
that the VM copy job will be performed should one of job proxies fail or lose its connectivity
to the source datastore.

From the Backup repository list, select the repository where the created VM copies should be stored.
Make sure you have enough free space on the storage device.
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Alternatively, you can copy selected VMs and VM containers to any server connected to

Veeam Backup & Replication. Select the Server option and choose the server where the created
copies should be stored. You can store VM copies to the local host or to any servers added to the
backup infrastructure. Use the Details button to view or change server connection and data transfer
settings.

In the Path to folder field, specify the folder on the server where the created copy should be stored.
Use the Check button to check how much free space is available on copy destination.

Step 7. Enable Application-Aware Image Processing

If you want to create a transactionally consistent VM copy ensuring successful recovery of VM
applications without any data loss, select the Enable application-aware image processing check
box.

To coordinate proper VSS activities, Veeam Backup & Replication injects a runtime process inside a VM.
The process is run only during VSS quiescence procedure and stopped immediately after processing is
finished (depending on the selected option, during the copy job or after it is finished), thus producing
low impact on VM performance and stability.

In the Guest OS credentials section, specify an account with administrative privileges for injecting
the process. Please note that the user name must be specified in the DOMAIN\USERNAME format. The
guest OS credentials you provide will be used for all VMs included into the VM copy job.
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Click Advanced to specify advanced options for Veeam VSS processing. The Advanced Options
window contains a list of VMs that will be processed with Veeam VSS.

New VM Copy Job £
Guest Processing
@ Chonse addiinnal nracessinn onbiosne: aweailable o bdierosndt Windmws ooest
i E3
Advanced Options
Mame Guest processing settings:
Obie 0
Yirtual Machi
Storage
_ Credentials: | Weeam [Fileserver0l administrator ac V| | Add... ividual fles.
Manage accounts
Schedule
Summary oK. | | B Add..
Default
| (1]4 | | Cancel |
dvanced... |
| < Previous | | M ent > | | Finizh | | Cancel |

By default, for all VMs in the list Veeam Backup & Replication uses common credentials you provided
in the Guest OS credentials section. If a different account should be used to inject the process into a
specific VM, select the VM in the list, click Set User and enter custom guest OS credentials. To discard
custom credentials for a VM, select it in the list and click Default.

If you want to define custom settings for a VM added as part of a container, include the VM in the list
as a standalone instance. To do so, click Add VM and choose a VM whose settings you want to
customize. Next, select the VM in the list and define the necessary custom settings. To discard custom
settings of a VM, select the VM in the list and click Remove.
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To provide granular quiescence and indexing options for a VM, select it in the list and click Edit.
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In the Applications section on the Applications tab, specify the VSS behavior scenario:

e Select Require successful application processing if you want Veeam Backup & Replication
to stop copying the VM if any VSS errors occur. In this case,the Veeam runtime process will
wait for the copy job to complete and then truncate transaction logs. If the runtime process
does not manage to truncate transaction logs for some reason, it will remain in the VM guest
OS till the next start of Veeam VSS.

e Select Ignore application processing failures if you want to continue copying the VM even
if VSS errors occur. This option is recommended to guarantee completion of the job. The
created copy will not be transactionally consistent, but crash consistent.

e Select Disable application processing if you do not want enable quiescencing for the VM.

If you are copying VMs running database systems that use transaction logs, you can select to truncate
transaction logs after the job so that they do not overflow the storage space. Use the Truncation logs
section to define the scenario of transaction log handing:

e Select Truncate logs on successful backup only if you want Veeam Backup & Replication to
trigger truncation of logs only after the job is finished successfully. In this case, Veeam
runtime process will wait for the job to complete, and then will trigger truncation of
transaction logs. If truncation of transaction logs is not possible for some reason, the logs will
remain untouched in the VM guest OS until the next start of the Veeam runtime process.

e Select Truncate logs immediately if you want Veeam Backup & Replication to trigger
truncation of logs in any case, no matter whether the job finishes successfully or fails.

e Select Do not truncate logs if you do not want Veeam Backup & Replication to truncate logs
at all. This option is recommended if you are using another tool to perform guest-level copy,
and this tool maintains consistency of the database state. In such scenario, truncation of logs
with Veeam Backup & Replication will break the guest-level copy chain and cause it to fall out
of sync.
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Step 8. Define the Job Schedule

At the Schedule step of the wizard, you can select to manually run the VM copy job, schedule the job
to start at a specific time (for example, the least busy hours to reduce impact on the virtual
environment) or define a schedule for the job to run on a regular basis.

To specify the job schedule, select the Run the job automatically check box. If this check box is not
selected, the job is supposed to be run manually.

You can define the following scheduling settings for the job:

e You can choose to run the job at specific time on defined week days, monthly and with
specific periodicity.

e You can choose to run the job continuously. In this case, the next run of the backup job will
be started as soon as the previous one is completed, maintaining your backup always in the
most recent state. To run the job continuously, select the Periodically every option and
choose Continuously from the list on the right.

e You can choose to run the job repeatedly throughout a day with a set time interval. At the
Schedule step of the wizard, select the Periodically every option, enter the necessary time
interval and select the necessary time unit: Hours or Minutes. Click Schedule on the right and
use the time table to define the permitted time window for the job. If you choose to run the
job atan hourly interval, in the Start time for hourly jobs field, specify the exact time when
the job should start.

For example, you want to start a job every 2 hours from 9AM to 6PM. At the Schedule step,
select the Periodically every option, enter 2 in the field on the right and select Hours from
the list. Click Schedule and use the Permitted and Denied options to mark the time window
from 9AM to 6PM. In the Start time for hourly jobs field, specify the exact start time of the
job, for example, 15 minutes. The job you have scheduled will start at 9:15 AM, 11:15 AM, 1:15
PM, 3:15 PM and 5:15 PM.

e You can chain jobs. In the common practice, jobs start one after another: when the job "A"
finishes, the job "B" starts and so on. If you want to create a chain of jobs, you should define
the time schedule for the first job in the chain. For all the rest of the jobs in the chain, at the
Schedule step of the wizard, select the After this job option and choose the preceding job
from the list. Note that the list contains jobs of all types: Backup, Replication, VM Copy and File

Copy.
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Note

Schedule

New VM Copy Job £

@ Specify the job scheduling options. If you do not set the schedule, the job will need to be controlled marually.

Mame
Wirtual Machines

Storage

[#] Fun the job automatically
() Daily at this time:

|'ID:DD Pr | |E\.-'EI'_I,Jda_|,J | | Daps... |

() Monthly at this time: |'|D:DD P -2 | |Fourth | |Saturday | | tanths... |

E | Hours

® Periodically every: |2 v| | Schedule... |

Guest Proceszing

Surmmary

Al

Sunday

Monday

Tuesda
[ e | I ® Permitted

Wednesday

-] I:I O Denied
Thursday

Friday

Saturday

Sunday through S aturday from 300 Ak to 5:59 P
Start tirme far haurly jobs: E it

After you have created a scheduled job, you can temporarily disable it (that is, hold it for some time
without changing the set time schedule). Right-click the job in the list and select Disable Job from
the shortcut menu. To enable the job schedule, right-click the job and deselect Disable Job in the
shortcut menu.

Step 9. Finish Working with the Wizard
After you have specified schedule settings, click Create. Select the Run the job when I click Finish

check box if you want to start the created job right after you complete working with the wizard. Click
Finish to close the wizard.
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Summary

@ The job’s settings have been saved successfully. Click Finish to exit the wizard,

Mame Summary:

i ) Mame: File server copy
Wirtual Machines Target Path: C:\Backups

Command line: "C:AProgram FilesWWeeam' B ackup and Replication'eeam. B ackup.Manager. exe"
Storage backup fEfb3e18-3635-426f-ac70-e 224715324

Guest Proceszing

Schedule

[#] Bur the job when | click Finish

< Previous | | M ewt > | | Firizh | | Cancel

Creating VeeamZIP Files

With Veeam Backup & Replication, you can quickly perform backup of one or several VMs with
VeeamZIP.

To create a backup of VMs with VeeamZIP, follow the next steps:

Step 1. Select VMs to Back Up

1. Open the Virtual Machines view.

2. Intheinfrastructure tree, click the ESX(i) host or a VM container in which the VM you want to
back up resides.

3. Inthe working area, right-click one or several VMs you want to back up and select VeeamZIP.
You can also select the necessary VM(s), click the Virtual Machines tab and click the
VeeamZIP button on the ribbon.

To quickly find the necessary VM, type the VM name or a part of it in the search field at the
top of the working area and click the Start search button on the right or press Enter on the

keyboard.
Q‘ sql x
Marme Ised Size Provisioned Size Falder Hiost:
(fasqnz VeeamZIP.. I il esx12. veeam local
@sqluz_replica WeearmnZIP to C:\El%zkup replicas esx18.veeam. local
(b sqins i Quick Migration... WM esx 12 veeam,local
(fhsqln7 W esx12,veeam, local
(¥ sqlo2 g Add to Backup lob L4 M esx 12, veeam, local
Eg| Addto Replication Job 3
& Addto Wk Copy lab 3
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Step 2. Select Destination for the VeeamZIP File

In the Destination section, specify a location to which you want to store the VeeamZIP file.

e If you want to store the backup file to a specific backup repository, select the Backup
repository option and choose the necessary repository from the list.

Destination: Show Wiz

@ Backup repositony:
|Backups Yol [Backups Yol 1] vl

O Local or shared folder:

| || Browse. . |

] [ ]

e If you want to store the backup file to a local folder on the Veeam backup server, select the
Local or shared folder option, click Browse on the right and select the folder to which the
backup file should be stored.

Destination: Show Wiz

O Backup repositary:

| Default Backup Repositony [Created by Yeeam Backup)
® Local or shared folder:
|C:\Backud

e If you want to store a backup file to a shared folder, select the Local or shared folder option
and type in the UNC name of the shared folder to which the backup file should be stored.
Keep in mind that the UNC name always starts with two back slashes (\\).

If the shared folder requires authentication, select the necessary credentials from the
Credentials list. If you have not specified credentials beforehand, click the Manage accounts
link to set up credentials. Alternatively, you can click Add on the right to add credentials to
the shared folder. To learn more, see Managing Credentials.

Destination: Show Vids

() Backup repositony:

| Default Backup Repozitony [Created by Yeesam Backup]
® Local or shared folder:
|\'\‘I 7216.11.13\backups

Credentials: |\-’eeam [administrator account) v | |
Manage accounts
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Step 3. Specify Backup Settings

To specify additional backup options, click More.

1. From the Compression level list, select a compression level for the created backup: None,
Dedupe-friendly, Optimal, High or Extreme.

2. By default, Veeam Backup & Replication uses application-aware image processing to create a
transactionally consistent backup of VMs running applications with VSS support. If you are
backing up VMs that run other than Windows OS or applications without VSS support, you
can disable this option by clearing Disable guest quiescence check box.

Destination: Show Wds

O Backup repositary:

| Default Backup Repozitony [Created by Yeesam Backup] |

® Local ar shared folder:
[4172.16.11.1\backups || Browse. |

Credentials: | veeam [administrator account] v | | Add... |

Manage accounts

Compreszion level:

| Optimal [recommended)

Guest processing:
[] Disable guest quisscence [performs crash consistent backup]

Step 4. Run the VeeamZIP Job

Click OK. The VeeamZIP job will start immediately.

As the job runs, you can track the job performance in the real-time mode. To see the job results once it
completes, open the History view, expand the Jobs node, click Backup; then double-click the job
session in the list.

As a result of the job processing, Veeam Backup & Replication will create a full backup file (.vbk) and
store it to the specified destination. The VM name, date and time of the file creation are appended to
the file name, so you can easily find the necessary VeeamZIP file afterwards.

Tip Veeam Backup & Replication keeps settings of the latest VeeamZIP job. To quickly create a VeeamZIP
file with the same settings as the previous one and store it to the same location, right-click the
necessary VM and select VeeamZIP to from the shortcut menu. The VeeamZIP job with the same
settings as the previous job will start immediately.

Cloning Jobs

In Veeam Backup & Replication, you can add new jobs by means of job cloning. Job cloning allows you
to create an exact copy of any job available in the job list. Configuration details of a created job copy
are written to the same SQL database that stores configuration details of the original job. Thus, the job
copy is available and can be managed via the Veeam Backup & Replication console.

If you want to create multiple jobs with similar settings, the recommended practice is to configure a
set of jobs that will be used as ‘job templates’. These job templates can then be cloned and edited as
required.
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To clone a job:
1. Open the Backup & Replication view.
2. Click the Jobs node in the inventory pane.

3. Select the necessary job in the working area and click Clone on the ribbon or right-click the
job and select Clone.

[ijl 1ok Tools

SGes W E DX

Start Stop  Retry Active | Statistics Report | Edit  Clone Dissble Delete

Full [%

Job Control Details Manage Job

e The name of the cloned job is formed by the following pattern:
<job_name_clone1>, where job_name is the name of the original job and clone1 is a
suffix added to the original job name. If you clone the same job again, the number
in the name will be incremented, for example, job_name_clone2, job_name_clone3
and so on. Once a job is cloned, you can edit all its settings, including its name.

e If the original job is scheduled to run automatically, the newly cloned job will be
Disabled. To enable it, select it in the list and click Disable on the ribbon or right-
click the job and select Disable.

e Ifthe original job is configured to use a secondary target, the cloned job will be
created without the secondary target settings.

Note The job cloning functionality in Veeam Backup & Replication is similar to the job cloning functionality
in Veeam Backup Enterprise Manager. However, job cloning in Veeam Backup Enterprise Manager is
limited to backup and replication jobs only; after you clone a job, you can edit only some of the job
settings. In Veeam Backup & Replication, you can clone any type of job except SureBackup jobs and
edit all settings of the cloned job.

Migrating Virtual Machines

To relocate one or more VMs to a new destination host or datastore, you can use Quick Migration.
Note that quick migration is not job-driven, so it cannot be saved or scheduled to run later.

Veeam Backup & Replication will start relocating VMs immediately after you finish working with the
Quick Migration wizard.

This section will guide you through all steps of the Quick Migration wizard and provide explanation
on available options.

Before You Begin

Prior to performing quick migration, make sure you have set up all necessary backup infrastructure
components for it. Open the Backup Infrastructure view and check if the source and target hosts are
available under the Managed servers node in the inventory pane and backup proxies are available
under the Backup Proxies node and properly configured. You will not be able to add quick migration
infrastructure components or change their configuration once the Quick Migration wizard is
launched. For detailed information on adding Quick Migration infrastructure components, see Setting
Up Backup Infrastructure.

To migrate VMware VMs, follow the next steps:
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Step 1. Launch the Quick Migration Wizard

To run the Quick Migration Wizard, do either of the following:
e Onthe Home tab, click Quick Migration.

e Open the Virtual Machines view, right-click one or several VMs in the working area and
select Quick Migration.

Yeeam Backup & Replication =
“Wirkual Machine [

€548 S 3

VeeamZIP Restore  Quick Add to Add to Add to
- o Migration | Backup -~ Replication ~ ¥M Copy »

Actions | Jobs |

Virtual Machines |,O sql x

Fl % Infrastructure Mame Used Size Provisioned Size  Folder Host
a @ Whlware wSphere sql 94,1 GB  Production esx] 2 veean local i
= VeearnZlP..

3 172.16.1.57
b 1721612126 WVeeamnZIP to C\Backup

4 i@} Microsoft Hyper
b # 172162197
B 172161143

Quick Migration..,
Add to bac%ppb 3
Add ta replication job 3

Add to Vi copy job 3

& & Bh &

% Backup & Replication

|@| virtual Machines

ﬁj Files

@ Backup Infrastructure

@ SAN Infrastructure

1 virtual machine selected Edition: Enterprise Plus | Support: 82 days remaining VEEAM ..

Step 2. Select Virtual Machines to Relocate
At this step, you should select individual VMs, multiple VMs or VM containers you want to relocate.

Click Add to browse to VMs and VM containers that should be relocated. In the displayed tree, select
the necessary object and click Add.
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¥irtual Mac

P Select virtual -
"g Select objects: ' Eg'

Mame Type

(38 0l irtual b achine

Add...

D estination
Tranzfer
Ready

sdd | [ Cancel .

To facilitate objects selection, you can:

e  Switch between views by clicking the Hosts and Clusters, VMs and Templates or
Datastores and VMs buttons at the top of the tree.

e Use the search field at the bottom of the Add Objects window: click the button on the left of
the field to select the necessary type of object that should be searched for (Everything,
Folder, Cluster, Host, Resource pool, VirtualApp or Virtual machine), enter an object’s
name or a part of it and and click the Start search button on the right or press [ENTER].

Note Depending on the view you select, some objects may not be available (for example, if you select the
VMs and Templates view, you will not be able to see and find resource pools).

To remove an object from the list, select it and click Remove on the right.

Step 3. Specify VM Destination

At this step of the wizard, you should select the destination to which selected VMs should be
relocated (host or cluster, resource pool, VM folder and datastore).
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Destination

Chooge destination host, resource pool, Vi folder and datastore,

Yirtual Machines Host or cluster:

| exn2e veeam.local Chooze...

Tranzfer
Fesource poaol

Feady | Resources Choose..

Pick rezource pool for selected Wiz

WM folder:
wIn Chooze...
Fick Wi folder for selected Vs

[ ataztare:
ezx22 local_storel [197.8 GB free] Choose..

Pick datastore for selected vittual disks

< Previous | | E s | | Cancel

Host or cluster

Click Choose and select the host or cluster where relocated VMs should be registered. To facilitate
selection, use the search field at the bottom of the window: click the button on the left of the field to
select the necessary type of object that should be searched for (Cluster or Host), enter an object’s
name or a part of it and press ENTER.

Resource pool

Specify the resource pool in which relocated VMs should be included. If all or the majority of VMs
should belong to the same pool, click Choose and select the destination resource pool. To facilitate
selection, use the search field at the bottom of the window: enter the resource pool name or part of it
and press ENTER.

If you want to relocate VMs to different resource pools, click the Pick resource pool for selected VMs
link. In the Choose resource pool section, click Add VM on the right and select the necessary VMs. To
map an added VM to a resource pool, select it in the VM resource pool list and click Resource Pool at
the bottom of the window. From the list of available resource pools, choose the necessary one.

VM folder

Specify the folder to which relocated VMs should be placed. If all or the majority of VMs should be
stored the same folder, click Choose and select the destination folder. To facilitate selection, use the
search field at the bottom of the window: enter the folder name or a part of it and press ENTER.

If you want to relocate VMs to different VM folders, click the Pick VM folder for selected VMs link. In
the Choose Folder section, click Add VM on the right and select the necessary VMs. To map an added
VM to a VM folder, select it in the VM folder list and click VM Folder at the bottom of the window.
From the list of available folders, select the necessary one.
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Datastore

Specify the datastore where files of relocated VMs should be stored. If all or the majority of VMs will be
stored on the same datastore, click Choose and select the destination datastore. Note that

Veeam Backup & Replication will display only those datastores that are accessible by the selected
ESX(i) host. If you have chosen to replicate VMs to a cluster, Veeam Backup & Replication will display
only shared datastores.

To facilitate selection, use the search field at the bottom of the window: enter the datastore name or a
part of it and press ENTER.

If you want to relocate VMs to different datastores, click the Pick datastore for selected virtual disks
link. In the Files location section, click Add VM on the right and select VMs that should be mapped to
datastores. To map an added VM to a datastore, select it in the Files location list and click Datastore
at the bottom of the window. From the list of available datastores, select the necessary one.

Additionally, you can choose to store VM configuration files and disk files in different locations. To do
so, add the VM to the Files location list, expand it and select the required type of files. Click Datastore
at the bottom of the window and choose the destination for the selected type of files.

By default, Veeam Backup & Replication preserves the format of relocated VM disks. If necessary, you
can configure the job to change the disk format. For example, if a VM uses thick disks, you can change
the format to thin provisioned, and thus, save on disk space required to store the relocated VM. To
change disk format, add a VM to the Files location list, select it and click Disk type at the bottom of
the window. In the Disk Type Settings section, choose the format for disks of the relocated VM: same
as the source disk, thin or thick. Please note that disk format change is available only for VMs using
virtual hardware version 7 or later.

Step 4. Select Infrastructure Components for Data Transfer

At this step of the wizard, you should assign infrastructure components to migrate selected VMs. In
the Data transfer section, select backup proxies that will be used to transfer VM data from source to
target.

If you plan to perform migration of VMs within one site, the same server can act as the source proxy
and target proxy. For offsite migration, you must deploy at least one proxy server in each site to
establish a stable connection across the sites for data transfer. Click Choose next to the Source proxy
and Target proxy fields to select backup proxies for migration. In the Backup Proxy section, you can
choose automatic proxy selection or assign proxies explicitly.

e If you choose Automatic selection, Veeam Backup & Replication will detect backup proxies
that are connected to the source datastore and will automatically assign optimal proxy
resources for processing VM data.

VMs selected for migration are processed one by one. Before processing a new VM in the VM
list, Veeam Backup & Replication checks available backup proxies. If more than one proxy is
available, Veeam Backup & Replication analyzes transport modes that the proxies can use for
data retrieval and the current workload on the proxies to select the most appropriate
resource for VM processing.

e If you choose Use the backup proxy servers specified below, you can explicitly select
proxies that will be used to perform migration.
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Transfer

IF desired, select specific source and target backup proxy bo perform the operation with,

Yirtual Machines Data transfer

o Wihen remate migrating between sites, for best migration performance you should deploy at least one
Destination backup prosy server in each site.

Source prowy:

|Automatic selection || Choosze... |

Target proxy:

|Aut0matic selection || Choose... |

[ Force Wesam quick migration

Migration process will use YMware Wiation whenewver migration scenario and YMware licensing
allows to do 20, Select this check box to force quick migration even if Wk otion is available.

| < Previous || E s || Finizh || Cancel |

You can optionally select which migration mechanism to use: VMware vMotion or Veeam Quick
Migration.

e If you want to use VMware vMotion to relocate the VM(s), leave the Force Veeam quick
migration check box not selected. In this case, Veeam Backup & Replication will attempt to
use the VMware vMotion mechanism to migrate the VM(s). If VMware vMotion cannot be
used for some reason, Veeam Backup & Replication will use its own migration mechanism.
Note that Veeam Backup & Replication can use VMware vMotion only if your VMware license
covers this functionality.

e If you do not want to use VMware vMotion for some reason, select the Force Veeam quick
migration check box. Veeam Backup & Replication will use its own migration mechanism.

Step 5. Finish Working with the Wizard
After you have specified migration settings, click Next. Veeam Backup & Replication will check
whether selected VMs can be relocated.

By default, when VM migration completes successfully, Veeam Backup & Replication waits for a
heartbeat signal from the VM on the target host. If the heartbeat is received, the original VM on the
source host is deleted. If you do not want to delete the original VM on the source host, clear the
Delete source VM files upon successful migration check box.

Click Finish to start migration.
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Yirtual Machines ol
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[Resource pool] Resources
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Destination

[#] Delete sounce WM files upon successiul migration

< Previous | | M ewt > | | Firizh | | Cancel

Performing Recovery Verification

SureBackup and SureReplica are Veeam's technologies developed to automate and simplify the
recovery verification process — one of the most crucial parts of data management and protection.
SureBackup and SureReplica let users verify the recoverability of every VM backup and replica, without
additional hardware or administrative time and effort.

Verifying Backups and Replicas with SureBackup

To test VM backups and VM replicas with SureBackup recovery verification, complete the following
tasks:

1. Create an application group for a verified VM

2. Create avirtual lab in which a verified VM from the backup or VM replica will be tested

3. Create and start SureBackup job

Important! You can verify only VM replicas in the Normal state. If a VM replica is in the Failover or Failback state,
you will not be able to run a SureBackup job for it.

Creating an Application Group

To create a new application group, do either of the following:

e Open the Backup Infrastructure view, select the Application Groups node under
SureBackup in the inventory pane and click Add App Group > VMware on the ribbon.

e Open the Backup Infrastructure view, right-click the Application Groups node under
SureBackup in the inventory pane and select Add Application Group > VMware.
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Then follow the steps of the New Application Group wizard:

Step 1. Specify an Application Group Name and Description
At the Name step of the wizard, enter a name and description for the new application group. The

default description contains information about the user who created the group, as well as the date
and time when the group was created.

Name
& Type in a name and dezcription for thiz application group.

Mamne:

Exchange Application Group

Yirtual Machines
Dezcription:
Sumraty Created by WEEAMBACKU P Administrator at 741742013 4:00:23 PH |

< Previous | | E s | | Finizh | | Cancel

Step 2. Select VMs

At the Virtual Machines step of the wizard, you should add VMs to the created application group. You
can add VMs from VM backups or VM replicas.
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Important! Veeam Backup & Replication supports mixed application groups. You can add to the same application
groups VMs from backups and VMs from replicas. Keep in mind that all VMs from the application
group must belong to the same platform — VMware or Hyper-V, and must have at least one valid
restore point created by the time the SureBackup job starts.

Adding VMs from VM Backups

To add a VM from the backup to the group, click Add Backup and select where to browse for VMs:

e From Infrastructure to browse the virtual environment. Because VMs from the application
group are started from VM backups, you need to make sure that VMs you have selected for
the group have been successfully backed up at least once by the time you plantorun a
SureBackup job.

e From Backups to browse existing backups.

¥irtual Machines
% Application group defines virtual machings running production applications which ather virtual machines are dependent an.

Typically. any application group should contain at leazt domain controller, DMS server and DHCP server.

Mame Application group Vs
W Role Memory  Guest 05 | Add Backup |
dc olofzo,. 100 % Microzoft Windows Server 2.
dnz oofzn,, 100 % Microzoft Windows Server 2.

Frarm Infrastructure..,

[ﬁ'om Backups..
I_I.N..

Remove

Surmmary

Mave Dioven

< Previous | | M ent > | | Finizh | | Cancel |

Adding VMs from VM Replicas

To add a VM replica to the group, click Add Replica and select where to browse for VMs:

e From Infrastructure to browse the virtual environment. Because VMs from the application
group are started from VM replicas, you need to make sure that VMs you have selected for the
group have been successfully replicated at least once by the time you plan to run a
SureBackup job.

e From Replicas to browse existing VM replicas.
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Mame Application group Whis:

Wk Role Memary  Guest 0S Add Backup

dc <Mofzn. 100 % Microsoft Windows Server 2. -
dnz MoFzn . 100 % Microsoft Windows Server 2. Add Replica

Surnmary

rorm Infrastructure...
Frorm Replicas..

Maowve Diown

| < Previous || E s || Finizh || Cancel |

VMs in the list are specified in the order of their boot priority. To move a VM up or down in the list,
select it and click the Move Up or Move Down button.

To remove a VM from the list, select it and click Remove.

Step 3. Specify Recovery Verification Options and Tests

After you have added necessary VMs to the application group, you should specify a role, VM startup
options and select tests to be performed for each VM in the application group.

Important! To be able to perform tests, Veeam Backup & Replication requires VMware Tools to be installed on the
verified VM. If VMware Tools are not installed, the VM will be started but tests will not be performed.
VMs without VMware Tools can still be used as auxiliary VMs that should be started to enable proper
work of verified VMs or VM replicas. In this case, you do not need to select any role for such auxiliary
VM.

Select the necessary VM in the list and click Edit on the right.

Role settings
On the Role tab, select the role that a VM performs. Veeam Backup & Replication offers the following
predefined roles for VMs:

e  DNS Server

e Domain Controller

e Global Catalog

e  Mail Server

e SQL Server

e Web Server
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Role
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|[] Domain Contraller
[#] Global Catalog
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[] SGL Server

[] 'wheb Server

Startup options and test scripts will be automatically configured
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recommended configuration on the corresponding tabs.

OF. || Cancel |

VM roles are described in XML files stored in the %Program Files%\Veeam\Backup and
Replication\Backup\SbRoles folder. You can add your own roles. To do this, you need to create a new
XML file and specify role and test scripts settings in it. For details, see Creating XML files with VM Roles
Description.

Once you select the necessary role, Veeam Backup & Replication will automatically configure startup
options and provide predefined test scripts applicable for the chosen role. You can use these settings
or specify custom ones using the Startup Options and Test Scripts tabs.

To verify VMs that perform roles other than those specified in the list, you will have to manually
configure startup options and specify test scripts to be run against these VMs.

Startup Options

On the Startup Options tab, specify VM startup settings:

| Rale | Startup Options | Test Seripts

Fd emary

Ammount of rermaon to allocate toWh: percent

Startup time
Maximurn allawed baot tirme:

Application initislization bmeout:

Boot verification
Congider YM to have successfully booted wher:

[ Wt heartbeat is present

[ %t responds to ping on any network interface
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1. In the Memory section, specify the amount of memory that you want to pre-allocate to the
VM on the system boot. The amount of pre-allocated memory is specified in percent. The
percentage rate is calculated based on the system memory level available for the production
VM. For example, if 1024 MB of RAM is allocated to the VM in the production and you specify
80% as a memory rate, 820 Mb of RAM will be allocated to the verified VM on startup.

2. Inthe Startup time section, specify the allowed boot time for the VM and timeout to initialize
applications on it.

3. Inthe Boot verification section, specify when the VM should be considered to have been
booted successfully:

e VM heartbeat is present. If you select this option, Veeam Backup & Replication will
perform a heartbeat test for the verified VM.

e VM responds to ping on any network adapter. If you select this option, Veeam
Backup & Replication will perform a ping test for the verified VM.
Before you start a SureBackup job, make sure that the firewall on the tested VM
allows ping requests.

Important! Be careful when specifying the Maximum allowed boot time value. Typically, a VM started by a
SureBackup job requires more time to boot than a VM started regularly. If an application fails to be
initialized within the specified interval of time, the recovery verification process will be finished with
the timeout error. If such error situation occurs, you will need to increase the Maximum allowed
boot time value and start the job again.

Test Scripts

On the Test Scripts tab, specify what test scripts should be run to verify a VM. When you select a VM
role, Veeam Backup & Replication automatically assigns a predefined script that will be run to verify
applications inside the VM.

| Role | Staitup Options | Test Seripts

Specify best scripts for this Yk

MHame Arguments Add
| Global Catalog Zwm_ip% 3268

Damain Contraller Zwm_ip% 383

OF. | | Cancel
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If you want to verify a VM that has some other role not listed on the Role tab, do the following:
1. Click Add.
2. Inthe Test Script window, select Use the following test script.
3. Inthe Name field, specify a name for the script.
4. Inthe Path field, define a path to an executable script file that should be run to verify the VM.
e If you have your own custom script, define a path to it.

e If you do not have a custom script, you can use Veeam's standard utility,
Veeam.Backup.ConnectionTester.exe, that probes application communication ports.
The utility is located in the installation folder of Veeam Backup & Replication:
%Program Files%\Veeam\Backup and
Replication\Backup\Veeam.Backup.ConnectionTester.exe. Specify this path in the
Path field.

5. Inthe Arguments field, specify an IP address of the tested VM and the port that you want to
probe. You can use the %vm_ip% variable to define the VM IP address or the %vm_fqdn%
variable to define the VM fully qualified domain name.

6. Click OK to add the configured test.
To edit test settings, select the test in the list and click Edit. To delete a test, select it in the list and click

Remove.

Note If a VM performs several roles running a number of applications at once, you can verify their work by
adding several verification scripts. For such VMs, it is recommended to specify the maximum startup
timeout value and allocate the greatest amount of memory.

Select predefined test soript for common zerver rales, or specify
custom script to use.

() Use predefined test script:

Application: |

®) Usze the following test script:

M ame: |Dracle |

Path: |E:'\F'rograrn FiIes\\-"eeam\BackupH Browze. .. |

Argumentz: | Evm_ipE 1921 |

Seript runz on Yeearn Backup server, accessing wirtual lab Wi
remotely. To indicate success, script must exit with emor code 0,

The follawing varisbles are awvailable for use az arguments:
Evm_ip% : IP address of wirtual lab v
Zwm_fgdn® : Fully qualified DNS name of wirtual lab Wi

Ok || Cancel |

Step 4. Review the Application Group Summary and Finish Working with Wizard

After the group is created, review the application group summary and click Finish to exit the wizard.
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Summary
& Flease review the application group settings, and click Finish,

Mame Surmary:

I pplication group was successiully created.

Yirbual Machines Mame: ‘Exchange Application Group

Dezcrption; 'Created by VEEAMBACKUP Admirstrator at 741720132 4:00:23 PM.'
irtual machines:

‘dnz' roles: DMS Server

‘dc’ roles: Domain Controller, Global Catalog

< Previous | | M ewt > | | Firizh | | Cancel

Creating a Virtual Lab

To create a new virtual lab, do either of the following:

e Open the Backup Infrastructure view, select the Virtual Labs node under SureBackup in
the inventory pane and click Add Virtual Lab > VMware on the ribbon.

e Open the Backup Infrastructure view, right-click the Virtual Labs node under SureBackup
in the inventory pane and select Add Virtual Lab > VMware.

(%) Veeam Backup & Replication
Wirtual Lab

BB B X

Add Connect Edit Remove
Virtual Lab - Virtual Lab » Virtual Lab Virtual Lab

Manage Virtual Lab |

Elackup Infrastructure MName Host Platform Description

Backup Proxies

g Backup Repositories
Q WAN Accelerstors

4 i SureBackup

o Application Groups

&, Vitual Labs
28 Add Virtual Lab | \%\ware...
P

[ @ Managed servers
& Connect Virtual Lab — » | gy

% Backup & Replication

per-i.,

Virtual Machines

@ Files

| Gil Backup Infrastructure

@ 5AN Infrastructure

% History

0 labs ‘ License: Enterprise Plus VEEAM .

Follow the steps of the New Virtual Lab wizard:
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Step 1. Specify a Name and Description

At the Name step of the wizard, enter a name and description for the new virtual lab. The default
description contains information about the user who created the lab, as well as the date and time
when the lab was created.

Name
i Type in a name and dezcription for thig wiraal lab.

Mamne:

Exchange Virtual Lab

Huost
Dezcription:
Datastore Created by WEEAMBACKU P Administrator at 741742013 4:35:54 PM |

Fro=y

Metworking
Ready to &pply

Appling Configuration

< Previous | | E s | | Finizh | | Cancel

Step 2. Select a Host

At the Host step of the wizard, select an ESX(i) host on which the virtual lab should be created. This
step differs for virtual labs used for VM backups and VM replicas verification.

Selecting an ESX(i) Host for VM Backups Verification

To select an ESX(i) host for VM backups recovery verification:

1. Click Choose to select an ESX(i) host on which the new virtual lab will be created. You can
select a standalone ESX(i) host or an ESX(i) host being part of a cluster or vCenter Server
hierarchy.

2. Forevery new virtual lab, Veeam Backup & Replication creates a dedicated folder and a
resource pool to which all tested VMs, VMs from the application group and the proxy
appliance are placed. By default, the folder and the pool have the same name as the virtual
lab. To change the name of the destination folder and/or resource pool, click Configure and
enter the necessary names in the Destination Options section.
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Important! You cannot create resource pools in clusters with disabled DRS. If the destination host is a part of such
a cluster, the Create a designated resource pool option will be disabled in the Destination Options
window. For details, see http://kb.vmware.com/kb/1004098.

You cannot create folders on standalone ESX(i) hosts or ESX(i) hosts that are managed by the vCenter
Severs but are added to Veeam Backup & Replication console as standalone hosts. To overcome this
situation, add the corresponding vCenter Server to the Veeam Backup & Replication console.

New Virtual Lab x
Host
| | | Specify host to run this vitual lab on. The host can be bath standalone. and a part of cluster.
(=== -]
Mame Huost:
_ |esx‘| 2 weeam.local | | Choosze. ..
Statistics
Datastore Whs 14 tatal
B 8 running
Mehworking Destination Options -
Ready to Apply [w] Create a designated Wi folder:
pplving Configuration |Exchiange Vitual Lab |
[#] Create a designated resource pool:
|E:-:c:hange Virtual Lab |
| ak. | | Cancel |
| < Previous | | E s | Finizh

Selecting an ESX(i) Host for VM Replicas Verification

For VM replicas recovery verification, click Choose and select an ESX(i) host on which the new virtual
lab should be created. You can select a standalone ESX(i) host or an ESX(i) host being part of a cluster
or vCenter Server hierarchy.

When selecting an ESX(i) host for the virtual lab, mind the location of verified VM replicas and VM
replicas from the application group:

e Ifall VM replicas you plan to verify and VM replicas from the application group are located on
the same ESX(i) host, you should select the ESX(i) host on which these VM replicas are
registered. In this case, the virtual lab, verified VM replicas and VMs from the application
group will be started on the selected ESX(i) host. If the application group contains VMs added
from VM backups, these VMs will also be started on the selected ESX(i) host.

For this type of virtual lab configuration, you need to choose one of single-host networking
modes: Basic single-host or Advanced single-host. To learn more, see Selecting a Networking
Mode.

e If VM replicas you plan to verify and/or VM replicas from the application group are located on
different ESX(i) hosts, you should select any ESX(i) host in your virtual environment. In this
case, Veeam Backup & Replication will create the virtual lab on the selected ESX(i) host.
Verified VM replicas and VM replicas from the application group will be started on ESX(i) hosts
where they are registered and connected to the virtual lab utilizing VMware's DVS
technology.
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The ESX(i) host on which the virtual lab is created must meet the following requirements:

% The ESX(i) host must be located in the same datacenter where VM replicas are
registered.

% The ESX(i) host must have enough CPU and RAM resources: in case the application

group contains VMs that are started from backups, these VMs will be started on the
selected ESX(i) host.

For this type of virtual lab configuration, you need to use the Advanced multi-host networking mode.
To learn more, see Selecting a Networking Mode.

For every new virtual lab, Veeam Backup & Replication creates a dedicated folder and a resource pool
on the selected ESX(i) host. By default, the folder and the pool have the same name as the virtual lab.

To change the name of the destination folder and/or resource pool, click Configure and enter the
necessary names in the Destination Options section.

Important! You cannot create resource pools in clusters with disabled DRS. If the destination host is a part of such
a cluster, the Create a designated resource pool option will be disabled in the Destination Options
window. For details, see http://kb.vmware.com/kb/1004098.

You cannot create folders on standalone ESX(i) hosts or ESX(i) hosts that are managed by the vCenter
Severs but are added to Veeam Backup & Replication console as standalone hosts. To overcome this
situation, add the corresponding vCenter Server to the Veeam Backup & Replication console.

New Virtual Lab £
Host
| | | Specify host to run this vitual lab on. The host can be both standalone, and a part of cluster.
= ===
Mame Huost:
_ |es:-:'| 2.veeam.local | | Choose...
Statistics
D atastore Whds 14 total
R 8 unning
Metworking
Ready to Apply [#] Create a designated Wi folder;
& pplvitg Configuration |E:-:c:hange Wirtual Lab
[#] Create a designated resource poal:
|Exchange Virtual Lab
ak. | | Cancel
| < Previous | | E s | | Finizh | | Cancel

Step 3. Select Datastore

Click Choose to select a datastore on which redo logs for verified VMs should be placed. Redo logs are

auxiliary files used to store all changes that take place when a VM runs from a read-only backup. As
soon as the recovery verification job completes, redo logs are deleted.
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Datastore
Chooge datastore o store redo logs on. Bedo logs are temporary files where wvirtual disk changes are accumulated while virtual
rachines are running frarm read-only backup files.

Datastare:

esx] Zlocal_storel | | Choose. ..

Datastore info
Capacity: 926.5 GB

Fro=y Free space: 298 GB
Metworking
Ready to &pply

Appling Configuration

< Previous | | E s | | Finizh | | Cancel

Step 4. Set Up a Proxy Appliance

At this step of the wizard, you should configure proxy appliance settings.

1. To enable automatic recovery verification of VMs, select the Use proxy appliance in this
virtual lab check box. The proxy appliance acts as a gateway that provides access from the
Veeam backup server to VMs started in the isolated virtual lab. If you do not select this check
box, Veeam Backup & Replication will perform only heartbeat tests for VMs during
verification. You will only be able to manually test VMs and perform manual item-level restore
via the VM console.

2. To change a name of the proxy appliance, click Configure in the Proxy appliance VM
settings section and specify the necessary name. By default, the proxy appliance uses the
virtual lab name that you have specified at the Name step of the wizard.

3. Toselect a production network in which the proxy appliance should be created, click
Configure in the Production network connection section. Specify an IP address for the
proxy appliance in the production network and settings of the DNS server to be used. You
can choose to automatically obtain an IP address and DNS server settings or set them
manually.

4. If you want to allow access to the Internet for VMs in the virtual lab, select the Allow proxy
appliance to act as internet proxy for virtual machines in this lab check box. In the Port
field, specify a port for HTTP traffic. By default, port 8080 is used. In the Production proxy
field, you can optionally specify an IP address or a fully qualified domain name of an Internet-
facing proxy server that VMs should use to access the Internet.
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Important! If you assign to the proxy appliance an IP address from the same network where the Veeam backup
server is located, Veeam Backup & Replication will automatically add a new route to the routing table
on the Veeam backup server. If you assign to the proxy appliance an IP address from a different
network, you will have to manually add a new route to the routing table on the router in the
production network. If you do not add a new route, tests and application scripts will fail and you will
not be able to access VMs in isolated networks.

Proxy
Configure prosy appliance to be used for this virtbual lab. Prosy appliance is required to enable functionality such as automated
recoveny venfication and universal application item restore [IJ-AIR).

MHarme The proxy appliance provides Yeeam Backup server with access to virtual machings running in the
isolated virtual lab. ‘without proxy appliance, recovery verification and item restore operations can
Hast only be performed marually, through the Wk console.

[#] Use proxy appliance in thiz vitwal lab [recommended)
D atastore
Prowy appliance WM settings

Mame: Exchange_¥Yirtual_Lab

Netwarking Production network, connection

Fieady to Apply Production netwark: WM Metwork

IP address: Obtain automatically

Appling Configuration
DMS server: Obtain automatically

[ Allow prosy appliance to act as intemet prowy for vitual machines in this lab

HTTP port: 8080 13-

Production prawy: |‘I?2.‘I B1.22 | [optional]

| < Previous | | M ent > | | Finizh

For more information on virtual lab architecture, see Virtual Lab.

Step 5. Select a Networking Mode

Select the type of network settings configuration. This step differs for virtual labs used for VM backups
and VM replicas verification.

Selecting a Networking Mode for VM Backups Verification

Veeam Backup & Replication offers two networking modes for the virtual lab in which VMs from
backups are verified:

e Basicsingle-host (automatic configuration). This networking mode is recommended if all
VMs you plan to verify, VMs from the application group and Veeam backup server are located
in the same production network. In this case, Veeam Backup & Replication will automatically
define all networking settings and create the virtual lab on an ESX(i) host.

e Advanced single-host. This networking mode is recommended if VMs you plan to verify
and/or VMs from the application group are located in different networks. In this case, you will
have to manually define settings for isolated networks in the virtual lab.

Veeam Backup & Replication will use the specified parameters to create the virtual lab on an
ESX(i) host.

If this option is selected, the New Virtual Lab wizard will include additional steps for
customizing network settings.

292 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



New Virtual Lab -

Networking
Specify whether the virtual machines to be run in thiz vitual lab are connected to a single, or multiple production networks,
(=== -]

Mame () Basic gingle-hozt [automatic configuration]

Autarnatic configuration of wirtual lab netwarking. [solated netwark iz created using parameters of
Host netwark, that the Veeamn Backup server iz located in, which iz assumed to be production netwark,
Recommended option for configurations with a single production network.
Datastore

A ®) Advanced single-host [manual configuration)

_ b anual configuration of wirtual lab netwarking. Recommended far advanced scenarios, when
zome production virtual machines have dependencies on virtual machines located in different

networks, This option aleo enables access to additional networking configuration zettings.

lzolated MNetworks

Metiwark. Setti — . . .
SIS SIS () Advanced multi-host [manual configuration)
F arual configuration of wvirtual lab netwarking that enables creation of wvirtual labs spanning
multiple hosts, enabling for virtual labs for replicas located on different hosts with non-shared
storage. This option leverages Distributed Virtual Switch [0WS) available in Enterprize Pluz edition
of YWhware vSphere.

Static Mapping
Ready to &pply

Appling Configuration

Digtributed wirtual switch:  none Choosze. ..

| < Previous || E s | Finizh

Selecting a Networking Mode for VM Replicas Verification

Veeam Backup & Replication offers three networking modes for the virtual lab in which VM replicas are
verified:

e Basicsingle-host (automatic configuration). This type of networking is recommended if
VM replicas you plan to verify are located on the same ESX(i) host and are connected to the
same production network. The Veeam backup server should also be located in this
production network. In this case, Veeam Backup & Replication will automatically define all
networking settings and create the virtual lab on the ESX(i) host that you have selected at the
previous steps of the wizard.

e Advanced single-host (manual configuration). This type of networking is recommended if
VM replicas you plan to verify are located on the same ESX(i) host but connected to different
networks. In this case, you will have to manually define settings for isolated networks in the
virtual lab. Veeam Backup & Replication will use the specified parameters to create the virtual
lab on the ESX(i) host that you have selected at the previous steps of the wizard.

e Advanced multi-host (manual configuration). This type of networking is recommended if
VM replicas you plan to verify are located on the different ESX(i) hosts. For the multi-host
configuration of the virtual lab, Veeam Backup & Replication uses VMware's DVS technology.
With this option selected, Veeam Backup & Replication will create isolated networks on a DVS
configured in your virtual environment.

If you have selected the Advanced multi-host option, click Choose and select the necessary
DVS in your virtual environment. Note that Veeam Backup & Replication does not allow you
to configure a DVS automatically: you need to configure it beforehand.

If the Advanced single-host or Advanced multi-host option is selected, the New Virtual Lab wizard
will include additional steps for customizing network settings.
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New Virtual Lab -

. Networking

| | | Specify whether the virtual machines to be run in this vitual lab are connected to a zingle, or multiple production networks,
(=== -]

Mame () Basic single-host [automatic configuration)

Autarnatic configuration of wirtual lab netwarking. [solated netwark iz created using parameters of
Host netwark, that the Veeamn Backup server iz located in, which iz assumed to be production netwark,
Recommended option for configurations with a single production network.
Datastore

A (O Advanced single-host [manual configuration)

_ b anual configuration of wirtual lab netwarking. Recommended far advanced scenarios, when

zome production virtual machines have dependencies on virtual machines located in different
networks, This option aleo enables access to additional networking configuration zettings.
lzolated MNetworks

Metiwark. Setti = . . .
SIS SIS (®) Advanced multi-host [manual configuration)

Static Mapping F arual configuration of wvirtual lab netwarking that enables creation of wvirtual labs spanning
multiple hosts, enabling for virtual labs for replicas located on different hosts with non-shared
storage. This option leverages Distributed Virtual Switch [0WS) available in Enterprize Pluz edition

Rieady to Apply of YWhware vSphere.

Appling Configuration

Distributed virtual switch: — dySwitch
< Previous | | E s Finizh

Step 6. Specify Isolated Networks

This step is available if you have selected the Advanced networking option at the Networking step
of the wizard.

At this step of the wizard, you should create isolated networks to which verified VMs and VMs from the
application group will be connected and map these networks to production networks where initial
VMs are located.

To add a network:
1. Click Add.

2. From the Production network list, select a production network in which a VM from the
application group or a verified VM resides.

3. Inthe Isolated network field, specify a name for an isolated network that should be mapped
to this production network.

4. Inthe VLAN ID field, enter an identifier for the created network. In the advanced multi-host
virtual lab, VLAN IDs help ensure that the created network is isolated from the production
environment. Alternatively, you can manually connect the DVS you plan to use to the isolated
network. To learn more, see Advanced Multi-Host Virtual Lab.

Note You can map several production networks to the same isolated network. The production networks

you plan to map to the same isolated networks must have the same network masks and pools of IP
addresses for mapping to be configured correctly.
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New Virtual Lab x
Isolated Networks
| | | Specifyisolated networks to be created in thiz virtual lab, and how thep map on production networks.
(=== -]
Mame Mebwork mapping: Add

Praduction netwark, Isolated netwark, WLAM D

flas i M etwork, Erchange Wirtual Lab W Network 0
Datastore
P

LD Production netwark: |VM M etwiork] | | Browse. ..
Metworking

lzolated netwark: | Exchange Virtual Lab Wi Metwork, W |

YLAN ID: 0o

Metwark Sett ak. | | Cancel

Static Mapping
Ready to &pply

Appling Configuration

< Previous | | E s | | Finizh | | Cancel

Step 7. Specify Network Settings

At this step of the wizard, you should specify settings for every created isolated network and define
how production networks should map to networks in the isolated virtual lab.

Communication between production networks and isolated networks is carried out through vNIC
adapters that are added to the proxy appliance. A new vNIC adapter is added for every isolated
network.

To add a vNIC adapter for an isolated network:
1. Atthe Network Settings step of the wizard, click Add.

2. Select a network to which you want the vNIC adapter to be connected. Specify an IP address
that the proxy appliance should have in the isolated network and a subnet mask of this
isolated network. Typically, the IP address set for the proxy appliance coincides with the IP
address of the gateway in the corresponding production network.

3. Once you specify the IP address, Veeam Backup & Replication will automatically configure a
masquerade IP address for accessing VMs in the virtual lab from the production network. You
can change the masquerade network IP address if necessary.

4. Select the Enable DHCP service on this interface check box and specify settings of a
virtualized DNS server if necessary.

5. Click OK.

6. To enable communication between isolated networks, select the Route network traffic
between vNICs check box. When you select this option, make sure that the IP address of the
proxy appliance in the isolated network matches the IP address of the gateway in the
production network.
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Important! Network addresses for different network adapters should belong to different networks. For example,
if the first network adapter has address 192.168.0.1 with mask 255.255.255.0, and the second one —
192.168.0.2 with mask 255.255.255.0, such configuration will not work. In this situation, you need to
assign to the second adapter the IP address from a different network, for example, 172.16.0.1.

New Virtual Lab \il
[ ] Metwork Setting - - -
Specify how izolat VNIC Connection Settings
(= == -]
E Virtual NIC
MHame nect your physical networks

. . m production environment.
Chooze izalated network ta cannect thiz vHIC to: e

|Exchange Lab 't Metwark, [vb Netwark) W |

[ ataztare DHCP Add..
Prawy appliance IP address in the izolated network [typically the zame Yes

Prosy as gateway |P address in the comesponding production network):
Netwerking IP addrezs: w216 01 01

Maszk: 285 0286 . 0 .0

Host

lzolated Metwarks
_ M azquerade network, address for acceszsing virbual machines running
i thiz wirtual lab from praduction netwark:
Static Mapping IP address: C ]
Fieady to Apply
[w] Enable DHCF service on this interface DMS Servers

Applving Configuration E gateway

| ak. || Cancel |

| < Previous || Mext > | Finizh

Step 8. Specify Static IP Mapping

At this step of the wizard, you can specify static IP address mapping rules to make VMs in the virtual
lab accessible from any machine in the production network.

To add a new rule:
1. Click Add.
2. Inthe IP Address Mapping window, specify settings of a new rule:

a. Inthelsolated IP filed, specify a production IP address of a VM that will be started in
the virtual lab and that you plan to access from the production environment.

b. Inthe Access IP field, specify an IP address from the production network that you
want to use to access this VM in the virtual lab. For a static IP address, you should use
an IP address from the production network that is not yet allocated to any machine.

For example, the DNS server you plan to start in the virtual lab has IP address 192.168.1.2 in the
production network. To set static mapping for the DNS server, in the Isolated IP field, you need to
define its production IP address — 192.168.1.2. In the Access IP field, you need to define any
unallocated IP address from the production network, for example, 192.168.1.48. After a virtual lab is
created and VMs are started in the virtual lab, you will be able to access the DNS server in the virtual
lab from the production environment using IP address 192.168.1.48.
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Static Mapping

I arne:
Host
D ataztare
Fro=y
Metwarking
lsolated Metwarks
Metwork, Settings
| SeticMapang
Ready to dpply

Applving Configuration

New Virtual Lab

Define IP address mapping between production and izolated networks for specific IP addresses. Coupled with the coresponding
DMS updates, thiz will provide convenient access to specific virtual lab Wz for scenarios such as user directed recovery.

Production netwark;
|VM Metwork,

Isalated IF; | 192 . 168 .

[ 132,

168 .

Accesz P

haotes:

Static IP address for the DMS server in the izolated
network]

ok | | Cancel

[x]

ccessible from any computer in the
Bpabilitiez such as user directed
Evious copy of database, and ather,

add..

< Previous | | Mext >

| | Firizh | | Cancel

Step 9. Apply Parameters

Review the parameters of the virtual lab you create. You can go back to any previous step to adjust the

parameters. If everything is fine, click Next to create the virtual lab.

Important! Always use Veeam Backup & Replication to modify or delete a virtual lab. If you change lab settings or
delete any of its components from outside (for example, using vSphere Client), the lab will be
corrupted and its component such as the created vSwitch, resource pool and so others will remain in
the virtual infrastructure.

Ready to Apply

Please review the settings for comectness, and click Next to continue.

M arne

Huost

[ ataztare

Prosy

Metworking
lzolated Metwarks
MHetwark Settings

Static Mapping

Appling Configuration

Virtual lab will be created with the follawing pararmeters:

lLab TaTmeE 2
ESK name:
Datastore:

Exchange Wirtual Lab
esxlZ.veean. local
esxlZ:local storel

Appliance:
Mame:
Pool name:
Folder name:

Exchange Virtual Lah
Exchange Virtual Lab
Exchange Virtual Lab

Production network name:VH Network
IP: 172.16.1.2%
Subnet mask: ZEE.ZEE.0. 0
Default gateway: 17z2.1e.0.1

DNE:
Preferred:
Alternate:

17Z.16_16_10
17Z_1&_16_100

MNetwork configuration type: Advanced
MNetwork options:
Izolated network:

Exchange Wirtual Lakh WM Network

E s

< Previous | |

| | Finizh | | Cancel

297 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



Connecting to an Existing Virtual Lab

To perform recovery verification, you can create a new virtual lab or connect to any existing virtual lab.
For example, this can be a virtual lab created on another Veeam backup server.

To connect to a virtual lab, do either of the following:

e Open the Backup Infrastructure view, select the Virtual Labs node under SureBackup in
the inventory pane and click Connect Virtual Lab > VMware on the ribbon.

e  Open the Backup Infrastructure view, right-click the Virtual Labs node under SureBackup
in the inventory pane and select Connect Virtual Lab > VMware.

Select the necessary virtual lab from the virtual environment and click Connect. To facilitate selection,
use the search field at the bottom of the Select Virtual Lab window: enter a virtual lab name or a part
of it in the field below and press [ENTER].

Select virtual lab:

Hame Type
é Exchange wLab *irtual Lab
E TestwLab *irtual Lab

Creating a SureBackup Job

To create a new SureBackup job, do either of the following:

e Open the Backup & Replication view. On the Home tab, click SureBackup Job > VMware
on the ribbon. Note that the SureBackup Job button becomes available only after you
create or connect a virtual lab.

e Open the Backup & Replication view, right-click the SureBackup node under Jobs in the
inventory pane and select SureBackup > VMware. You can use this method if you already
have at least one SureBackup job. If there are no SureBackup jobs, the SureBackup node will
not be available in the inventory pane. In this case, you can right-click the Jobs node in the
inventory pane and select SureBackup > VMware.
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Weeam Backup & Replication

ey

5% E BED S0

Backup SureBackup Replication [TBD] Backup WM File Restore Import

Job - Job - Job - Copy Job - Copy Copy = Badkwp
Jobs | Restore |
Backup & Replication |Q| Type in an object nome to search for
m iy Type Status Last result Mext run Target Objects in job
i pdiE Backup ¥ g Serve... Hyper-VBackup  Stopped Success <Nt scheduled: Default Backup ... 1
4 [fj Backueg Replication 3
&5 0iE  (TBD] Backup Copy ,
[ @. Last 2
W Copy...
@  File Copy.
|,ﬁ SureBackup 3 |ﬁ Whiware...
J :?; Hyper-4...

| % Backup & Replication ‘

@ ¥irtual Machines

@ Files
@I Backup Infrastructure

@ SAN Infrastructure

Iﬁ History

License: EnterprisePlus

Follow the steps of the New SureBackup Job wizard:

Step 1. Specify Name and Description

Enter a name and description for the new SureBackup job. The default description contains the time at

which the job was created and user who created it.

MName

Type in a name and dezcription for thiz SureBackup job.

M arne:

Exchange SureBackup Job

Yirtual Lab
Dezcription:

Application Group Created by YEEAMBACKL PAdministiator at 7/18/2013 12 30:05 PM |

Linked Jobs

Settings
Schedule

Surnmary

< Previous | | Mext > | |

| | Cancel

Step 2. Select a Virtual Lab

From the Virtual lab list, select one of existing virtual labs in which recovery verification should be

performed. The list contains all virtual labs that were created or connected to the Veeam backup
server. Information about the selected virtual lab is displayed in the Virtual lab info section.
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¥irtual Lab
g Choosge the wirtwal lab to run this job in,

Mame Wirtual lab:

Exchange Wirtual Lab ]

Created by WEEAMBACKUP YA dministratar at 10/11/2012 10:353:39 PM.
Application Graup

Backup Jobs Wirtual lab info
Huost: ese] 2 veeam.local D ataztore: datastored
Total Whis: 14 tatal Capacity: 18TE
Schedule Running ks 2 running Free space: 15TB

Seltings

Surnmary

| < Previous | | E s | | Finizh | | Cancel

Step 3. Select an Application Group

At this step of the wizard, you should define an application group that should be used to enable full
functionality of verified VMs.

You can select an application group for recovery verification or skip this step. If the application group
is not selected, you must link a backup job to the created SureBackup job at the next step. In this case,
when the SureBackup job is started, Veeam Backup & Replication will only run VMs from the linked
backup job in the virtual lab and verify them.

To select an application group:

1. From the Application group list, select the application group containing all VMs required to
properly run applications and services on VMs that you want to test. The list contains all
application groups that were created on this Veeam backup server. Refer to the Backup
Status column in the Application group info list to make sure that the backups for VMs in
this group are available.

2. Toleave VMs from the application group running after the SureBackup job is finished, select
the Keep the application group running once the job completes check box. If you select
this option, the lab will not be powered off when the SureBackup job completes and you will
be able to perform application item-level restore (U-AIR) and manually test VMs started in the
virtual lab.

300 |Veeam Backup & Replication for VMware | USER GUIDE | REV 3



Application Group
g Choosge the application group for this job and verify that all required backups are available,

Mame Application group:

Exchange Application Group W

“irtual Lab
Created by YEEAMBACKUP A dministrator at 7417/2013 4:00:23 P,

Backup Jobs Application group info:

Wk Fole Guest 05 Backup Status
Seftings dz Domain Cantraller; Gl Microsoft Windows Sere.. DK [FA7/200...
dnz DMS Server Microzoft Windows Serv..  OK [7A7/200..

Schedule

Surnmary

[#] Keep the application group running once the job completes

This option enables performing additional manual verfication, or uzer-directed application item
recoven for virtual machines in this application group.

| < Previous | | E s | | Finizh | | Cancel

Step 4. Link a Backup or Replica Job to the SureBackup Job

At this step of the wizard, you should select VM backups or replicas that you want to verify with the
created SureBackup job. Once you run a SureBackup job, Veeam Backup & Replication will start VMs
from the application group in the required order and then boot and verify VMs from the linked
backups or replicas.

You can link a backup or replica to the SureBackup job or skip this step. If you do not link a backup or
replica to the SureBackup job, Veeam Backup & Replication will only start VMs from the application
group in the virtual lab and verify them. You have an option not to link a backup or replica to the
SureBackup job only in case you have selected an application group at the previous step of the wizard.

To link a backup or replica job to the SureBackup job:
1. Select the Link jobs check box.
2. Click Add.
3. Inthe Select Job window, select the necessary backup or replica job(s).
4

In the Process simultaneously up to ... VMs field, specify the maximum number of VMs that
can be started at the same time. For example, if you select to start thee VMs at the same time,
Veeam Backup & Replication will create three streams in which one verified VM will be
started. When the VM has been tested and powered off, the next VM will be started in the
available stream. After all VMs are verified, VMs from the application group will be powered
off or will be left running if the corresponding option has been selected at the previous step
of the wizard.

To remove a backup or replica job from the list, select it and click Remove.
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Backup Jobs
Select one or more backup jobs bo link to this SureB ackup job. Al virtual machines from the selected backup jobs will be
processed sequentially ance the specified application group is initialized.

Mame [#] Link backup jobs

Wirtual Lab Mame Role Ping  Hearbest Add.

ﬂ Exchange Backup  «Mof gpeciiad Yes Yes -
Application Graup

Remove

Seltings
Schedule

Surnmary

Frocess simultaneously up to: Vhdz

| < Previous || E s || Finizh || Cancel |

Step 5. Specify Recovery Verification Options and Tests
After you link a backup job with VMs you want to verify, you should define roles, specify startup
options and select tests to be performed for these VMs.

If all VMs in the linked backup(s) perform the same role, you can specify startup options and test
settings for the whole backup job in bulk. If VMs have different roles, you can granularly set startup
options and select tests to be used for each VM in the backup job.

e To specify startup options and select tests for the whole backup job, select the job in the list
and click Edit on the right.

e To specify startup options and select tests for each VM in the backup job separately, select
the job in the list and click Advanced on the right. Click Add and select the necessary VM in
the Add Object window. Select the added VM in the list, click Edit and specify recovery
verification settings as described below.

Important! To be able to perform tests, Veeam Backup & Replication requires VMware Tools to be installed on the
verified VM. If VMware Tools are not installed, the VM will be started but tests will not be performed.
VMs without VMware Tools can still be used as auxiliary VMs that should be started to enable proper
work of other VMs. In this case, you do not need to select any role for the VM.

Role settings

On the Role tab, select the role that a VM performs. Veeam Backup & Replication offers the following
predefined roles for VMs:

e DNS Server

e Domain Controller
e Global Catalog

e  Mail Server

e SQL Server

e Web Server
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Role |Slartuprtions Test Scripts

Select rales:

Role

[] DNS Server
|[] Domain Contraller
[#] Global Catalog
[ Mail Server

[] SGL Server

[] 'wheb Server

Startup options and test scripts will be automatically configured
bazed on the roles vou have selected. Review and adjust the
recommended configuration on the corresponding tabs.

OF. || Cancel |

VM roles are described in XML files stored in the %Program Files%\Veeam\Backup and
Replication\Backup\SbRoles folder. You can add your own roles. To do this, you need to create a new
XML file and specify role and test scripts settings in it. For details, see Creating XML files with VM Roles
Description.

Once you select the necessary role, Veeam Backup & Replication will automatically configure startup
options and provide predefined test scripts applicable for the chosen role. You can use these settings
or specify custom ones using the Startup Options and Test Scripts tabs.

To verify VMs that perform roles other than those specified in the list, you will have to manually
configure startup options and specify test scripts to be run against these VMs.

Startup Options

On the Startup Options tab, specify VM startup settings:

| Rale | Startup Options | Test Seripts

Fd emary

Ammount of rermaon to allocate toWh: percent

Startup time
Maximurn allawed baot tirme:

Application initislization bmeout:

Boot verification
Congider YM to have successfully booted wher:

[ Wt heartbeat is present

[ %t responds to ping on any network interface
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1. In the Memory section, specify the amount of memory that you want to pre-allocate to the
VM on the system boot. The amount of pre-allocated memory is specified in percent. The
percentage rate is calculated based on the system memory level available for the production
VM. For example, if 1024 MB of RAM is allocated to the VM in the production and you specify
80% as a memory rate, 820 Mb of RAM will be allocated to the verified VM on startup.

2. Inthe Startup time section, specify the allowed boot time for the VM and timeout to initialize
applications on it.

3. Inthe Boot verification section, specify when the VM should be considered to have been
booted successfully:

e VM heartbeat is present. If you select this option, Veeam Backup & Replication will
perform a heartbeat test for the verified VM.

e VM responds to ping on any network adapter. If you select this option, Veeam
Backup & Replication will perform a ping test for the verified VM.
Before you start a SureBackup job, make sure that the firewall on the tested VM
allows ping requests.

Important! Be careful when specifying the Maximum allowed boot time value. Typically, a VM started by a
SureBackup job requires more time to boot than a VM started regularly. If an application fails to be
initialized within the specified interval of time, the recovery verification process will be finished with
the timeout error. If such error situation occurs, you will need to increase the Maximum allowed
boot time value and start the job again.

Test Scripts

On the Test Scripts tab, specify what test scripts should be run to verify a VM. When you select a VM
role, Veeam Backup & Replication automatically assigns a predefined script that will be run to verify
applications inside the VM.

| Role | Staitup Options | Test Seripts

Specify best scripts for this Yk

MHame Arguments Add
| Global Catalog Zwm_ip% 3268

Damain Contraller Zwm_ip% 383

|| Cancel |

If you want to verify a VM that has some other role not listed on the Role tab, do the following:
1. Click Add.
2. Inthe Test Script window, select Use the following test script.
3. Inthe Name field, specify a name for the script.
4

In the Path field, define a path to an executable script file that should be run to verify the VM.
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Note

e If you have your own custom script, define a path to it.

e If you do not have a custom script, you can use Veeam's standard utility,
Veeam.Backup.ConnectionTester.exe, that probes application communication ports.
The utility is located in the installation folder of Veeam Backup & Replication:
%Program Files%\Veeam\Backup and
Replication\Backup\Veeam.Backup.ConnectionTester.exe. Specify this path in the
Path field.

5. Inthe Arguments field, specify an IP address of the tested VM and the port that you want to
probe. You can use the %vm_ip% variable to define the VM IP address or the %vm_fqdn%
variable to define the VM fully qualified domain name.

6. Click OK to add the configured test.
To edit test settings, select the test in the list and click Edit. To delete a test, select it in the list and click

Remove.

If a VM performs several roles running a number of applications at once, you can verify their work by
adding several verification scripts. For such VMs, it is recommended to specify the maximum startup
timeout value and allocate the greatest amount of memory.

Select predefined test script for common server rales, or specify
custom script to uze.

) Use predefined test script:

Application: |

® Lse the following test script:

M ame: |Dracle |

Path: |C:\F'mgram FiIesWeeam\BackupH Browse, . |

Argumentz | Zym_ipE 1521 |

Script runs on Weeam Backup server, accessing virtual lab Wi
remotely. To indicate success. scrpt must exit with emor code 0.

The following vanables are available for use as arguments:
Zym_ip% : IP address of virbual lab Wi
Zwm_fgdn® : Fully qualified DNS name of wirtual lab Wi

0K || Cancel |

Step 6. Specify Additional Job Settings

On the Settings step, you can specify additional settings for the SureBackup job:

1. If you want to receive SNMP traps, select the Send SNMP trap check box. SNMP traps will be
sent only if you configure SNMP settings in Veeam Backup & Replication and on the
recipient’s computer. To learn more, see Specifying SNMP Settings.

2. If you want to receive notifications by email, select the Send email notifications to the
following recipients check box. In the field below, specify a recipient’s email address. You
can enter several addresses separated by a semicolon. Email notifications will be sent only if
you configure general email notification settings in Veeam Backup & Replication. To learn
more, see Specifying Email Notification Settings.
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Note

3. (For VM backups only) If you want to validate the backup file with a CRC check and make sure
the file is not corrupted, select the Validate consistency of virtual machines' backup files
check box. You can optionally exclude VMs being a part of the application group from this
test. To do this, select the Skip validation for application group check box. To learn more,
see Recovery Verification Tests.

If you sel

ect the Keep the application group running once the job completes option at the

Application Group step of the wizard, the Skip validation for application group check box will be
automatically selected and this option will be enabled.

=S

I ame:

Wirtual Lal

Application Group

Linked Jobs

Settings

Chooze DR verification job zettings.

Job results

Job session results are saved in SureBackup job session history. 1n addition. vou can configure
b email and SHMP notifications.

[] Send SNMP trap

[#] Send email notifications to the following recipisnts:

|administrat0r@veeam.con‘|

'ou can specify multiple recipients separated by semicolon.

Job validation

Schedule

Surnmary

[#] Walidate consistency of virtual machines' backup files

[#] Skip walidation for application group

< Previous | | E | | Firizh | | Cancel

Step 7. Specify the Job Schedule

At the Schedule step of the wizard, you can select to manually run the SureBackup job or schedule

the job a
1.

2.

t specific time, for example, after the corresponding backup job completes.

To specify the job schedule, select the Run the job automatically check box. If this check box
is not selected, the job is supposed to be run manually.

Choose the necessary schedule option for the job:
e Daily at to start the job at specific time every day, on week days or on specific days.
e Monthly at to start the job once a month on the specified day.

e After this job to chain the job. Typically, a SureBackup job should run after the
linked backup job completes: in this case, the SureBackup job will verify the backup
created by the corresponding backup job. To create a chain of jobs, you should
define the time schedule for the first job in the chain. For the rest of the jobs in the
chain, at the Schedule step of the wizard, select the After this job option and
choose the preceding job from the list.

In some cases, the linked backup job may not complete until the SureBackup job starts. If
Veeam Backup & Replication finds out that the backup job is still running, the SureBackup job
will fail to start. To overcome this situation, select the If some linked backup jobs are still
running, wait up to check box and specify the necessary time period in the field on the right.
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In this case, if the linked backup job is still running, Veeam Backup & Replication will wait for
the defined period of time and check the backup job after this period elapses.

e If the linked backup job is finished within the specified period, the SureBackup job
will start.

e If the backup job is still running, the SureBackup job will not be started.

Schedule
g Specify scheduling settings if you want thiz SureB ackup job to run periadically in an automated fazhion.

Mame [ Fun the job automatically
) Daily at: |1UZUU PM | |everyday | | Drays... |

Wirtual Lab

) Monthly at: |1UZUU PM | |Fourth ||Saturday | | Manthes... |

A pplication Group

(®) After this job: | Exchange Server Backup (Created by YEEAMBACK P Administrator |
Wait for backup jobs

Settings [#] If some linked backup jobs are still running, wait for up to: a rhinUbes

Linked Jobs

Surmmary

| £ Previous | | VE S | | Finizh | | Cancel

Step 8. Review the Job Summary and Finish Working with Wizard
Review the summary of the created recovery verification job. Select the Run the job when I click

Finish check box to start the created job right after you finish working with the wizard; then click
Finish.
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Summary
g Flease review the SureB ackup job settings, and click Finish,

Mame Surmary:

i SureBackup job was successfully created.

irbual Lab Mame: ‘Exchange SureBackup Job'

Dezcrption; 'Created by VEEAMBACKUP Y Admiristrator at 741872013 123716 PM.'
Application Group Wirtual Lab name: ‘Exchange Virtual Lab'

Linked Jobs
Seltings

Schedule

[#] Run the job once | click Finish

| < Previous | | M ewt > | | Firizh | | Cancel

Viewing Recovery Verification Job Statistics

When a recovery verification job is running, you can monitor how tests for verified VMs are performed
and see their results in the real-time mode. To see the status of VM tests:

1. Open the Backup & Replication view.
2. Select the SureBackup node under Jobs in the inventory pane.

3. Right-click the necessary recovery verification job in the working area and select Statistics.
You can also simply double-click the job in the list.
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Exchange SureBackup Validation Session 7/30/2013 9:23:34 PM -
Wi status:
Hame Status Heartbeat Firng Seript Yerification
| % Spain - Barcelona [E...  Started Success Succesz Dizabled Pending
{5 lab Starting Pending Pending Dizabled Pending

Spain - Barcelona [Exchange 2010] log:

Message Duration |~
0 Summary: 100 total pass rate

OHunning ping test(s] 00015
0 Metwark adapter 1: narme "M Metwark', uzable

0 Metwark adapter 1: IP addresz 17216.0.2', OK 0015

&4 Results: 141 test(s] passed, 0 faled, O skipped

0 Summary: 100% total pass rate

QAppIicatiun mitialization 0:0z00
QWaiting for 120 more geconds...

0 Maote: aperation will be continued at 7/30/2013 9:35:41 PM

0 Surnmary: application iz initialized

QWaiting for all wenfication tazks to finish before starting backup file validation

L

Stop Session

The job session window displays statistics for all VMs that are started during the SureBackup job: VMs
from the application group in the specified order and VMs from the linked backup job(s). For your
convenience, these VMs are marked with different icons.

Once the verified VM is powered on, its name is displayed as a hyperlink. You can click the link to open
the VM console to see what is happening inside a VM or perform manual testing. To open the VM
console, click the VM name link in the list of verified VMs.

After the verified VM is started and the application running inside is initialized, you can start U-AIR
wizards right from the Realtime statistics window to perform granular application-item recovery. To
do this, right-click the verified VM and select a corresponding command from the shortcut menu.
Depending on the type of a running VM, you can start the Active Directory item recovery wizard,
Exchange item recovery wizard or SQL item recovery wizard.

If some VM fails to be verified automatically, once it is powered off, you can start it by right-clicking it
in the list and selecting Start. If the application group has already been powered off by that time, it
will be started again. After that, you can open the VM console and perform verification and testing
manually.

Creating SureBackup Session Reports

Veeam Backup & Replication allows you to generate HTML reports with statistics on the performed
SureBackup job, a separate session or multiple sessions.

A report generated for the job contains detailed data on job sessions: job status, start and end time
and details of the session performance, as well as the status of verified VMs and test results. You can
generate a report for a SureBackup job or a specific job session.

The SureBackup job report contains data on all sessions initiated for a specific job. To make up a
SureBackup job report:
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1. Open the Backup & Replication view.

2. Select the Jobs node in the inventory pane.

3. Right-click a necessary SureBackup job in the working area and select Report.
The session report contains data on a single job session. To make up a session report:

1. Open the History view.

2. Select the Jobs node in the inventory pane.

3. Right-click a necessary session in the working area and select Report.

Creating XML Files with VM Roles Description

VM roles that you can assign to the verified VMs or VMs from the application group are described in
XML files stored in the %Program Files%\Veeam\Backup and Replication\Backup\SbRoles folder. To add
a new role, you should create a new XML file and save it to the SbRoles subfolder.

XML files describing VM roles have the following structure:

<SbRoleOptions>
<Role>
<SbRole>
<Id>4CDC7CC4-A906-4de2-979B-E5F74C44832F</Id>
<Name>Web Server</Name>
</SbRole>
</Role>
<Options>
<SbVerificationOptions>
<ActualMemoryPercent>100</ActualMemoryPercent>
<MaxBootTimeoutSec>300</MaxBootTimeoutSec>
<AppInitDelaySec>120</AppInitDelaySec>
<TestScripts>
<TestScripts>
<TestScript>
<Name>Web Server</Name>
<Type>Predefined</Type>

<TestScriptFilePath>Veeam.Backup.ConnectionTester.exe</TestScriptFileP
ath>
<Arguments>%vm_ip% 80</Arguments>
</TestScript>
</TestScripts>
</TestScripts>
<HeartbeatEnabled>True</HeartbeatEnabled>
<PingEnabled>True</PingEnabled>
</SbVerificationOptions>
</Options>
</SbRoleOptions>
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Available XML tags are described in the table below:

Required o
Tag /Optional Description
<SbRoleOptions> Required Encapsulates the VM role file.
) Parent tag for a role assigned to a VM. <SbRole>, <ld> and
<Role> Required . )
<Name> are children of this tag.
<SbRole> Required Encapsulates basic information for a VM role: ID and name.
<ld> Required Unique identifier of a VM role.
. Name of a VM role that is displayed in the roles list on the
<Name> Required
Role tab.
Parent tag for startup and test script options to be used for the
defined role. <SbVerificationOptions>,
ot Required <ActualMemoryPercent>, <MaxBootTimeoutSec>,

P 9 <ApplnitDelaySec>, <TestScripts>, <Name>, <Type>,
<TestScriptFilePath>, <Arguments>, <HeartbeatEnabled>,
<PingEnabled> are children of this tag.

<SbVerificationOptions> Required Encapsulates options data for a VM role.
Percent of the original memory level set for a production VM
<ActualMemoryPercent> Optional that should be pre-allocated to a verified VM on the system
boot.
<MaxBootTimeoutSec> Optional Maximum allowed time to boot a VM.
<ApplnitDelaySec> @pticnal \l\//l,ammum allowed time to initialize an application inside the
<TestScripts> Optional Encapsulates test script data for a VM role.
<Name> Optional Name of a VM role to be displayed on the Test Scripts tab.
<Type> Optional Type of the test script: Predefined or Custom
<TestScriptFilePath> Gyeitersl Path to an executable ﬁl.e with a test script to be performed.
Can be absolute or relative.
Arguments to be passed to the script. You can use two
variables here:
<Arguments> Optional e %vm_ip% - IP address of a virtual lab VM
e %vm_fqdn% - a fully qualified domain name of a
virtual lab VM
<HeartbeatEnabled> Rezuiivedl Should a heartbeat test be enabled for this VM role: True or
False.
<PingEnabled> Required Should a ping test be enabled for this VM role: True or False.
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Performing Restore

Veeam Backup & Replication offers a variety of data recovery facilities to protect your virtual
environment. If important data accidentally gets lost or corrupted, you can use

Veeam Backup & Replication to restore entire VMs and specific VM files from backups or recover
individual VM guest OS files and folders from backups and replicas.

Performing Instant VM Recovery

With Veeam Backup & Replication, you can immediately start a VM from a backup stored in a regular
backup repository. Instant VM recovery accelerates VM restore, allowing you to improve recovery time
objectives and decrease downtime of production VMs.

To perform instant recovery of a VMware VM, follow the next steps:

Step 1. Launch the Instant VM Recovery Wizard

To launch the Instant VM Recovery wizard, do one of the following:

e Onthe Home tab, click Restore and select VMware. In the Restore from backup section,
select Instant VM recovery.

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, select the VM(s) you want to restore and click Instant VM
Recovery on the ribbon.

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, right-click the VM(s) you want to restore and select Instant
Recovery.

Restore Options
“what would you like o do?

Restore from backup Restore from replica

@ |nstant WM recoven

O Entire WM [including registration)
O WM hard disks

O WM files [YMDK, ¥hx)

) Guest files Mwindows)

() Guest files [other O5)

) Failover to replica
) Failback to production
) Guest files Pwindows)
() Guest files [other 05)
() application items

) application items

< Back || Memt » || Cancel

Step 2. Select a Virtual Machine

Select the necessary VM in the list of available backup jobs. You can instantly recover a VM from the
backup that has been successfully created at least once. To quickly find the VM, use the search field at
the bottom of the window: enter a VM name or a part of it and click the Start search button on the
right or press [ENTER].

312 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



¥irtual Machine

Choosge the wirtual machine pou want to recover,

Wi ta recover:  exchil

. Job name Last backup time Wi count  Restore points
Festore Point 1012012 11:38:14 P
- ge Backup 1070/2012 17:29:45 PM

Fiestore Mode i
b1 1010 P

Restore Reazon 109042012 12:00:00 Akd

Ready to &pply

Recowveny

|@ = Typeinan object nome to search for Q ‘

| < Previous || E s || Finizh || Cancel |

Step 3. Select a Restore Point

Select the necessary restore point for the virtual machine.

Restore Point

Choose restore point you want to recover the selected virtual machine to.

irtual Machine Wi name:  exch0l Original host:  veprod. yeeam local

WM size: 40.0 GB

Fiastore Mods Awailable restore points:

Restore Reason
Incremental

FIEElo AR 10/6/2012 Manday 11:28:01 Ph Incremental

Recoveny

< Previous | | M ent > | | Finizh | | Cancel
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Step 4. Select a Restore Mode

Choose the necessary restore mode:

e Select Restore to the original location if you want to restore the VM with its initial settings
and to its original location. If this option is selected, you will pass directly to the Reason step
of the wizard.

e Select Restore to a new location, or with different settings if you want to restore the VM to
a different location and/or with different settings (such as VM location, network settings,
format of restored virtual disks and so on). If this option is selected, the Instant Recovery
wizard will include an additional step for customizing VM settings.

% Restore Mode

irtual Machine ) Restore to the original location

i Guickly initiate restore of selected Whs to the oniginal location, and with the original name
Restore Point and settingz. This option minimizes the chance of wser input errar.

® Restore to a new location, or with different settings
Cugtomize restored Wi location, and change itz settings. The wizard will automaticaliy
Destination populate all controls waith the onginal %M settings az the default zettings.
D atastore
Restore Reason

Fieady to Apply

Flecovem

| < Previous | | M ent > | | Finizh | | Cancel

Step 5. Select Destination for the Restored VM
This step of the wizard is available if you have chosen to change the location and settings of the
restored VM.
Select the destination for the recovered VM:
1. In the Host field, specify a host on which the VM should run.
2. Inthe VM folder field, specify the folder to which the restored VM should be placed.

3. Inthe Restored VM name field, enter a name under which the VM should be restored and
registered. By default, the original name of the VM is used. If you are restoring the VM to the
same ESX(i) host or the same datacenter where the original VM is registered and the original
VM still resides there, it is recommended that you change the VM name to avoid conflicts.

4. Inthe Resource pool list, select a resource pool to which the VM should be recovered.
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Destination
Chooge ES¥ zerver to run the recovered wirbual machine on, You can choose to power on WM automatically, unless vou need to
adiust %M settings first [zuch a3 change WM netwark).

Yirtual Machine Huost:
|esx‘|2.veeam.local || Chooze... |

Restore Poaint

W folder:
Festore Mode |Test Lab | | Chooze... |

Restored %M name:

D atastore | exchil1_restored

Rezource pool. Test-Lab
Restore Reazon Eé

Fesources

Fieady to Apply

Recoveny

| < Previous | | E s | | Finizh | | Cancel

Step 6. Select Destination for Virtual Disk Updates

This step of the wizard is available if you have chosen to change the location and settings of the
restored VM.

Select where disk changes should be written when a VM is restored. By default, disk changes are
stored directly on the Veeam backup server. However, you can store disk changes to any datastore in
your VMware environment. Select the Redirect virtual disk updates check box and choose the
necessary datastore. Redirecting disk changes improves recovery performance but makes Storage
vMotion not possible.

Datastore
By default, wirtual disk changes of recovered WM are stored on wPower NFS server. You can redirect theze changes to a
different datastore. This improves 1/0 performance, but prevents Storage WMation on vSphere versions prior to wSphere 5.0

irtual Machine [#] Rediect virtual disk updates

Restore Poaint Datastore:

|esx1 2local_starel | | Choose...

Restore Mode Datastore info

Destination Capacity: 9265 GB

Free space; 298 GEB
Restore Reazon
Ready to &pply

Fiecowem

< Previous | | M ent > | | Finizh | | Cancel
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Step 7. Specify Restore Reason

If necessary, enter the reason for performing instant restore of selected VMs. The information you
provide will be saved in the session history so that you can reference it later.

Restore Reason
i i Provide the reason for performing this restore. This information will be zaved in the restore sessions history for later reference.

Wirtual Machine Restore reazon:

Fiestoring a failed Exchange served
Fiestore Paint

Restore Mode
Destination

Datastore

Ready to Apply

Recovery

| < Previous | | Mext > | | Finizh | | Cancel

Step 8. Verify Instant VM Recovery Settings

Specify additional restore settings:

1. If you are recovering a production VM that has failed and want to restore it with initial
network settings, select the Connect VM to network check box. If you are recovering a VM
for testing disaster recovery while the initial VM is still running, leave this check box not
selected. Before you power on a VM, you will have to manually change VM network
configuration: disconnect it from the production network and connect it to an isolated non-
production network to avoid conflicts.

2. Tostarta VM immediately after recovery, select the Power on VM automatically check box.
If you are recovering the VM to the production network, make sure that the initial VM is
powered off to avoid conflicts.

3. Check the settings for instant recovery and click Next. Veeam Backup & Replication will
restore the VM on the selected ESX(i) host.
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Ready to Apply
i i Flease review the provided settings.

Yirbual Machine Inztant recoveny settings:

Restore Point YM; exchil, backed up 1041042012 11:23:45 PM.

Eestore Made Huost: el 2 veean.local

[ratastore: create on datastore "esx1 2 local_storel"

Destination Hew b name: exchll_restored

Datastore After you click Mext, the zelected WM will be inztantly recovered into pour production environment.

To finalize the recovery, uze Storage Whatioh to mave running Wk to the production storage.
Festore Reason Altematively, vou can perform cold VM rigration during vour next maintenance window.

If you are perfarming manual recovery testing, remember to change Y network, to non-production
before powering on the Y.

Recoveny

y take sure original server is powered off. Recovering server into production network, with
i original zerver still running may affect zome applications.

[ Connect Wi ta netwark
[ Power on'h automatically

| < Previous | | E s | | Finizh | | Cancel

Step 9. Finalize Instant VM Recovery
After the VM has been successfully restored, you can finalize Instant VM Recovery: migrate the
restored VM to production or remove the restored VM.
To migrate the restored VM to production:
1. Open the Backup & Replication view.
2. Intheinventory pane, select the Instant Recovery node.

3. Right-click the VM in the working area and select Migrate to production. As a result, the
Quick Migration wizard will be launched. During migration, Veeam Backup & Replication will
restore a VM instance from the backup file and then additionally move the changes that were
made while the VM was running in the Instant Recovery mode.
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Production Console Publishing

Actions Details

Instank WM Recovery

Veeam Backup & Replication ==

Migrate to Open¥M  Stop Properties

Backup & Replication VM name

Hast Status

Restore point Backup name

G excho1_restared

[} Instant Recovery [1)
b fp Jabs
4 [{3 Backups
5 Disk.
£ Imported

b L Last 24 hous

% Backup & Replication

@ Virtual Machines
ﬁj Files
@ Backup Infrastructure
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[& History

I x &

Migrate to production
Open WM console
Stop publishing

Properties..,

7(22/2013 11:02:22 PM Exchange Copy

<
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1 object selected

To remove the recovered VM:

1. Open the Backup & Replication view.

License: Enterprise Plus, Support: 1684 days remaining VEEAM |

2. Inthe inventory pane, select the Instant Recovery node.

3. Right-click the necessary VM in the working area and select Stop publishing.

Performing Full VM Restore

With the Full VM Restore wizard, you can restore the entire VM and start it on the target host if
necessary. This section will guide you through all steps of the Full VM Restore wizard and provide

explanation on available options.

To perform full recovery of a VMware VM, follow the next steps:

Step 1. Launch the Restore Wizard

To launch the Restore wizard, do one of the following:

e Onthe Home tab, click Restore and select VMware. In the Restore from backup section,

select Entire VM (including registration).

e  Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, select the VM(s) you want to restore and click Entire VM

on the ribbon.

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, right-click the VM(s) you want to restore and select

Restore entire VM.
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Restore Options
What would you like o do?

Restore from backup Restore from replica

O Irstert M recovery ) Failover to replica
® Entire WM [including registration)

O WM hard disks

O W files [VMDK, W)

() Guest files [windows)

() Guest files [other O5)

) Failback to production
) Guest files Pwindows)
() Guest files [other 05)
) &pplication items

() pplication items

< Back || Memt » | |

Step 2. Select a Virtual Machine

At this step, you should select one or more VMs to restore. To add a VM or a VM container, click Add
VM and select where to browse for the machines:

From Infrastructure — browse the virtual environment and select VMs or VM containers to
restore. If you choose a VM container, Veeam Backup & Replication will expand it to a plain
VM list.

To facilitate selection, use the search field at the bottom of the Add Objects window: click
the button to the left of the field and select the necessary type of object to search for
(Everything, Folder, Cluster, Host, Resource pool, VirtualApp or VM), enter an object’s
name or a part of it and click the Start search button on the right or press [ENTER].

Make sure that VMs you select from the virtual environment have been successfully backed
up at least once.

From Backup — browse existing backups and select VMs under backup jobs. To quickly find
VMs, use the search field at the bottom of the Select Objects window: enter a VM name or a
part of it and click the Start search button on the right or press [ENTER].
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¥irtual Machines
Select virtual machines to be restored. You can add individual virtual machines from backup files, or containers from live
erwiranmment [containers will be autamatically expanded inta plain Wi list).

Wirtual machines to restare:
| 4, dc

Mame Size Restore point
Reason @ de-1 1200GE 101042002 10:00:00 P

Restore Mode

Summary

| < Previous || E s || Finizh || Cancel |

Alternatively, you can use the search field at the top of the window: enter a VM name or a part of it in
the search field. Veeam Backup & Replication will search existing backups for the specified VM and
display matching results. To add a VM, double-click it in the list of search results. If a VM is not found,
click the Show more link to browse existing backups and choose the necessary VM.

To remove a VM from the list, select it and click Remove on the right.

Step 3. Select a Restore Point

At this step, you should select the necessary restore point for the virtual machine.

By default, Veeam Backup & Replication uses the latest good restore point to recover a VM. However, if
you want to restore a VM to an earlier state, select a VM in the Virtual machines to restore list and
click Point on the right. In the Restore Points section, select a restore point that should be used to
recover the VM.

If you have chosen to restore multiple VMs, you can select a different restore point for every VM
specifically.
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Full VM Restore Wizard X

Ay ailable restore points for 'de-01"

Job Type
=~ E Active Directory Backup
@ 10/10/2012 10:00:00 P Full

Rest

FeE o @ 10/8/201 2 10:02:15 P |ncremental
Reason @ 10/8/200 2 10:00: 30 P |ncremental
Summary

Ok, | | Cancel

< Previous Finizh Cancel

Step 4. Select a Restore Mode

At this step of the wizard, you should select where you want to restore selected VMs.

e Select Restore to original location if you want to restore VMs with their initial settings and
to their original location. If this option is selected, you will immediately pass to the Reason
step of the wizard.

e Select Restore to a new location, or with different settings if you want to restore VMs to a
different location and/or with different settings (such as, VM location, network settings, the
format of restored virtual disks and so on). If this option is selected, the Full VM Restore
wizard will include additional steps for customizing VMs settings.
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Restore Mode
@ Specify whether selected WMz should be restored back to the onginal location, or to a new location or with different zettings.

Yirbual Machines ) Restore to the original location

Cluickly initiate restare of selected Wz to the ariginal location, and with the original name
and zettings. Thiz option minimizes the chance of uger input emor.

Haszt ®) Restore to a new location, or with different settings
Customize restored Wi location, and change itz settings. The wizard will automaticaliy
Fesource Poal populate all contralg with the onginal Wi settings as the default settings.
D atastore
Folder
M etwark.

Reazon

Surmmary

Pick prosy bo uge

| < Previous || E s || Finizh || Cancel |

Click the Pick proxy to use link to select backup proxies for restore. In the Backup Proxy section, you
can choose automatic proxy selection or assign proxies explicitly.

e If you choose Automatic selection, Veeam Backup & Replication will detect backup proxies
that are connected to the source datastore and will automatically assign optimal proxy
resources for processing VM data.

VMs selected for recovery are processed simultaneously. Before restoring,

Veeam Backup & Replication checks available backup proxies. If more than one proxy is
available, Veeam Backup & Replication analyzes transport modes that the proxies can use for
writing data to target, the current workload on the proxies to select the most appropriate
resources for VMs processing.

e If you choose Use the backup proxy servers specified below, you can explicitly select
proxies that will be used to perform restore. It is recommended to select at least two proxies
to ensure that recovery will be performed should one of job proxies fail or lose its
connectivity to the source datastore.

Step 5. Select a Destination Host for Restored VM

This step of the wizard is available if you have chosen to change the location and settings for the
restored VM. To specify a destination host, select a VM in the list and click Host. From the virtual
environment, choose a host or cluster where the selected VM should be registered.

To facilitate selection, use the search field at the bottom of the window: click the button on the left of
the field to select the necessary type of object that should be searched for (Cluster or Host), enter an
object’s name or a part of it and click the Start search button on the right or press [ENTER].
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Host
@ By default. onginal host is selected as restore destination for each WM. You can change host by selecting desired VM and
clicking Host. Use multi-select [Chil-click and Shift-click] to select rmultiple Wh3 at once.

Restore Mode WM location:
MHamea Hast

I =

Fezource Poal
D ataztore
Folder

M etwark,

Surnmary

Select multiple ¥z and click Host to apply changes in bulk.

| < Previous || E s || Finizh || Cancel |

Step 6. Select a Destination Resource Pool

This step of the wizard is available if you have chosen to change the location and settings for the
restored VM. To specify a destination resource pool, select a VM in the list and click Pool. Select a
resource pool to which the selected VM will belong.

To facilitate selection, use the search field at the bottom of the window: enter a resource pool name or
a part of it and click the Start search button on the right or press [ENTER]. If required, you can also
select a vApp to which the restored VM will be included.

Resource Pool
@ By default. onginal resounce pool iz selected as restore destination for each WM. ouw can change resource pool by selecting
desired %M and clicking Pool. Use multi-zelect [Chril-click and Shift-click] ta select rmultiple W3 at once.

Restore Mode WM resource pool:
MHamea Fesource Pool

Hou ST ¢ [

D atastore
Folder
Metwark.

Surnmary

Select multiple ¥z and click Pool to apply changes in bulk.

< Previous | | E s | | Finizh | | Cancel |
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Step 7. Select a Destination Datastore

This step of the wizard is available if you have chosen to change the location and settings for the
restored VM. You can place an entire VM to a particular datastore or choose to store configuration files
and disk files of the restored VM in different locations.

To specify a destination datastore, select a VM in the list and click Datastore. If configuration and disk
files of the VM should be placed to different datastores, expand the VM in the list, select the necessary
file type and click Datastore. Select a datastore to which the selected objects will be stored. To
facilitate selection, use the search field at the bottom of the window: enter a datastore name or a part
of it and click the Start search button on the right or press [ENTER].

Datastore
&l By default, original datastore and disk twpe are selected for each W file. You can change them by selecting desired \WH file, and
clicking D atastore or Digk Tepe, Uze mult-zelect [Chil-click and Shift-click) to select mulbiple Wiz at once.

Restore Mode Files location:
File Size D atastore Digk type

Host

: -@Configuration files ezl Zlocal_storel [29.8 GB free]

Resource Pool : -
wooige Hard disk 1 [de-0... 1200 GB  esx1Zlocal_storel [23.8 GB free]  Same as source

Falder
Metwork,

Surmmary

Select multiple Wiz to apply settings in bulk. | Diatastare. .. | | Dizk Type... |

| < Previous || Mext > || Finizh || Cancel |

By default, Veeam Backup & Replication preserves the format of restored VM disks, so that if the disks
of the original VM were provisioned as thick, Veeam Backup & Replication will restore the VM with
thick disks. However, if necessary, you can change the disk format of a restored VM. To do so, expand a
VM in the list, select the necessary disk and click Disk Type. In the Disk Type Settings section, choose
the format that will be used to restore virtual disks of the VM — same as the source disk, thin or thick.

Note Disk format changing is available only for VMs using virtual hardware version 7 or later.

Step 8. Select a Destination Folder and Change VM Names

This step of the wizard is available if you have chosen to change the location and settings for the
restored VM.

To specify a destination VM folder, select a VM in the list and click Folder. From the virtual
environment, choose a folder to which the selected VM will belong. To facilitate selection, use the
search field at the bottom of the window: enter a folder name or a part of it and click the Start search
button on the right or press [ENTER].
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Full VM Restore Wizard X

Folder
ﬁl By default, oniginal WM folder is zelected as restore destination for each VM. Y'ou can change folder by selecting desired YM and
clicking Poal. Uze multi-zelect [Chl-click and Shift-click) to select multiple WMz at once.

Festore Mode WM Folder:
MHamea MHew Name Falder

Huost

Fesource Poal

Specify how selected WM name should be changed:

D atastore

Set name bo:
P (a0
MHetwork [] &dd prefis:
Surnmary |new_
[w] #dd suffi:
|_reslored |
Ok | | Cancel |
Select multiple ¥ to apply settings change in bulk. | Mame... | | Folder... |
| < Previous | | E s | | Finizh | | Cancel |

By default, Veeam Backup & Replication restores a VM with its original name. However, you can
change the name of the restored VM. For example, if you restore a VM to its original location, you may
need to change its name to avoid potential problems.

To change the VM name, select a VM in the list and click Name. In the Change Name section, you can
enter a new name explicitly or specify a change name rule by adding a prefix and/or suffix to the
regular VM name. Alternatively, you can change the VM name directly in the list: select a VM, click the
New Name field and enter the name to be assigned to the restored VM.

Step 9. Select a Destination Network

This step of the wizard is available if you have chosen to change the location and settings for the
restored VM. If you plan to restore a VM to a new location (for example, another site with a different
set of networks), you can map source site networks to target site networks.

Veeam Backup & Replication will use the network mapping table to update configuration files of the
VM on the fly, during the restore process.

To change networks to which the restored VM will be connected, select a VM in the list and click
Networks. If a VM is connected to multiple networks, expand the VM, select the network to map and
click Network. The Select Network section displays all networks to which the destination host or
cluster is connected. From the list of available networks, choose a network to which the selected VM
should have access upon restore. To facilitate selection, use the search field at the bottom of the
window: enter a network name or a part of it and click the Start search button on the right or press
[ENTER].

To prevent the restored VM from accessing any network, select the VM or its network connections in
the list and click Disconnected.
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Network
@ By default, restored WM iz connected to the same witbual networks az the orginal WM. If you are restoring to a different location,
specify how original location's network s map to new lacation's networks.

Restore Mode Metwark connections:

Hou B

o il WM Mitwork Wi Metwork,

Fesource Poal
D atastore

Folder

Surnmary

Select multiple ¥ to apply settings change in bulk. | Metworl. .. | | Dizconnected |

< Previous | | E s | | Finizh | | Cancel |

Step 10. Specify a Restore Reason

If necessary, enter the reason for performing restore of selected VMs. The information you provide will
be saved in the session history so that you can reference it later.

Reason
& Type in the reazon for performiing this restore operation. This information will be logged in the restore sessions history for later
reference.

Wirtual Machines Restore reazon:
Fiestaring a failed Domain Contralled

Restore Mode
Huost
Rezource Poal
Datastore
Fulder

Metwork,

Summary

[T Do mot shaw me this page again

< Previous | | M ent > | | Finizh | | Cancel

Step 11. Verify Recovery Settings

If you want to start the virtual machine after the work with the wizard is complete, select the Power
on VM after restoring check box under the list of restore points.
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Check specified settings for full VM recovery of a VM and click Finish. Veeam Backup & Replication will
restore selected VMs in the specified destination.

Summary
@ Flease review the restare settings before continuing. The restore process will being after you click. Finish, M avigate to the
corresponding restore gesszion under History node bo monitor the progress.

Wirtual Machines Summary:

Prosy: Automatic selection
Restore Mode
Original Y name: de-01

Huosat Me i name: de-01_restored

Festore paint: 1041042012 10:00:00 P
Target hozt: esxl12 veeam. local

Target resource pool: Whis

Target WM folder; Wiz

Datastore Target datastore: esxl 2local_stare
Metwork mapping:

Folder Wi Metwork > Whd Metwork

Fesource Poal

Metwork,

Feazon

[ Power oM after restaring

< Previous | | Mewt > | | Finizh | | Cancel

Restoring VM Files

The Restore wizard allows you to restore specific VM files (.vmdk, .vmx and others). You can use
Veeam VM files recovery to replace deleted or corrupted VM files. This section will guide you through
all steps of the VMware Restore wizard and provide explanation on available options.

To restore files of a VMware VM, follow the next steps:

Step 1. Launch the Restore Wizard

To launch the Restore wizard, do one of the following:

e  Onthe Home tab, click Restore and select VMware. In the Restore from backup section,
select VM files (VMDK, VMX).

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, click the VM(s) whose files you want to restore and click
VM Files > VM Files on the ribbon.

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, right-click the VM(s) whose files you want to restore and
select Restore VM files.
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Restore Options
What would you like o do?

Restore from backup Restore from replica

O Irstert VM recovery ) Failover to replica
) Entire WM [including registration)

O WM hard disks

@ Wh files [VMDK, W)

() Guest files [windows)

() Guest files [other O5)

) Failback to production
) Guest files Pwindows)
() Guest files [other 05)
) &pplication items

() pplication items

< Back || Memt » | |

Step 2. Select a Virtual Machine

Select the necessary virtual machine in the list of available jobs. To quickly find VMs in jobs, use the
search field at the bottom of the window.

¥irtual Machine
Chooze the wvitual maching pou would like to restore,

Virtual machine:  alba-sharepoint

Job name Last backup time WM count Festore points
4 &5 Sharepoint Backup Fl2ES201310:02:4.., 1

|5 alba-sharepaint FI2R/20131002:4... 4
I £ Exchange Copy F220201311:60:0.

|@. Type in an object narme to search for ’O‘

< Back || Mext » || Cancel |

Step 3. Select a Restore Point

Select the necessary restore point for the virtual machine.
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Restore Point
Select the restore point vou would like to restore i to.

Wi name:  alba-sharepoint Original host: ~ veprod.veeam.local
WM size: 120.0 GB

Awailable restore points:

Date Type

| 7/26/2013 Friday 1000317 AM Increment
TA26/2013 Friday 3:48:00 &b Increment
T/25/2003 Thursday 17:06:32 PM Increment
F419/200 3 Fridaw 1:56:49 P Full

Step 4. Select VM Files and Destination

At this step of the wizard, you should select the VM files you want to restore and the destination
where the restored files should be stored. From the Destination list, select where to store VM files: to
an ESX(i) host, the local machine or any Windows server connected to Veeam Backup & Replication.

Use the Host Summary button to view information on available storage resources. In the Server
Properties section, click Populate to load the list of storage locations, their capacity and available
space.

Restore Destination
Choosze server and folder where M files should be restored, and pick filles to restore.

Destination:

|esx18.veeam.local v|| Host Summary... |

Path ba folder:
|[datast0re4] || Browse. .. |

Wi files to restore:

Mame Select all
[v] alba-zharepoint.vms

[w] alba-zharepaint, vmsf
[#] alba-sharepoint.rvram

[] alba-sharepaint. vmdk:
[[] alba-sharepaint-flat. vmdk

| < Back || Mext » || Cancel |

In the Path to folder section, specify the path to the folder on the selected host where files should be
restored. To create a dedicated folder for restored files, use the Make New Folder button at the
bottom of the window.

In the VM files to restore section, select check boxes next to files that should be restored. By default,
all VM files are selected.

329 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



Step 5. Specify a Restore Reason

If necessary, enter the reason for performing VM file recovery. The information you provide will be
saved in the session history so that you can reference it later.

Restore Reason
Type in the reazon for performing thiz restore operation. Thiz information will be logged in the

restare sexsions histomy for later reference.

Restore reazon:

Restoring WM configuration

Step 6. Finish Working with the Wizard

Click Finish to start restoring the VM files.

Completing the Restore Wizard

Press Finish to close the wizard and start the task.

veedm

#1VM Backup

| <Back | Mew> || Finish

Restoring VM Hard Disks

The Hard Disk Restore wizard allows you to restore virtual hard drives of a VM. You can attach
restored disks either to the original VM (for example, if you need to replace a corrupted disk) or map
them to any other VM. Note that during the virtual hard disk restore, Veeam Backup & Replication
turns off the target VM to reconfigure its settings and attach restored disks. For this reason, it is
recommended to stop all active processes on the VM for the restore period.
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This section will guide you through all steps of the Hard Disk Restore wizard and provide explanation
on available options.

To restore hard disks of a VMware VM, follow the next steps:

Step 1. Launch the Restore Wizard

To launch the Hard Disk Restore wizard, do one of the following:

e  Onthe Home tab, click Restore and select VMware. In the Restore from backup section,
select VM hard disks.

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, select the VM whose disks you want to restore and click
VM Files > Virtual Disk on the ribbon.

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, right-click the VM whose disks you want to restore and
select Restore VM hard disk.

Restore Options
What would you like o do?

Restore from backup Restore from replica

) Instant WM recovery

) Entire WM [including registration)
® WM hard disks

O W files [VMDK, W)

() Guest files [windows)

() Guest files [other O5)

) Failover to replica
) Failback to production
) Guest files Pwindows)
() Guest files [other 05)
) &pplication items

() pplication items

< Back || Memt » || Cancel

Step 2. Select a Virtual Machine

Select the necessary virtual machine in the list of available jobs. To quickly find VMs in jobs, use the
search field at the bottom of the window.
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¥irtual Machine
@ Select virtual machine which digks vou want to be restored,

irtual machine:  alba-exchil

Job name Last backup time Wi count Restore points
I &= Sharepoint Backup FA2E2M310:024. 1

Dizk Mapping 4 23 Euchange Copy FA222M31E00. 1

|5 alba-exchil F/22/2M311:50:1...

Restore Point

Reazon

Surmmary

|@v Type Inan object name to search for ’D‘

| < Previous || E s || Finizh || Cancel |

Step 3. Select a Restore Point

Select the necessary restore point for the virtual machine.

Restore Point
@ Select the desired restare point.
irtual Machine Wi name:  alba-exchOl Original host:  weprod. veeam_local

WM size: 24.8 GB

Disk Mapping Awailable restore points:

Date Type
Reason | 7/22/2013 Monday 11:02:22 PM Increment
7/19/2003 Friday 11:03:17 AM Full

Surnmary

| < Previous | | M ent > | | Finizh | | Cancel

Step 4. Select Virtual Hard Disks to Restore

At this step, you should select virtual hard disks to restore, choose a VM to which the disks will be
attached and define additional restore properties.

By default, Veeam Backup & Replication maps restored disks to the original VM. If the original VM was
relocated or if you want to attach disks to another VM, you need to select the target VM manually.
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Click Browse and select the necessary VM from the virtual environment. To facilitate selection, use the
search field at the bottom of the window: click the button on the left of the field to select the
necessary type of object that should be searched for, enter a VM name or a part of it and click the
Start search button on the right or press [ENTER].

Select check boxes next to virtual hard disks that you want to restore. To define virtual disk properties,
select a disk in the list and click Change. In the Virtual Disk Properties section, pick a datastore
where the restored hard disk will be located and select a virtual device node.

e If you want to replace an existing virtual disk, select an occupied virtual node.

e If you want to attach the restored disk to the VM as a new drive, select a node that is not yet

occupied.

Disk Mapping
ﬁl Map virtual digks

Yirtual Machine

Restore Poaint

Feazon

Summary

Hard Disk Restore Wizard

Datastare:

[x]

esnd:local_store

Datastore info
Capacity: 18TE

Free space:  BE.5 GB

Wirtual device node:

Browsze. ..
Change...

SCsI0:0

Device statistics

Yirtual Device Mode: SCSI 00 [Hard dizk 1]

Digk File:  [esx22local_store] alba-exch0l /alba-exch0-00000...
Capacity: 40.0 GB

Wirtual dizk restare result

,ih Existing wirtual disk will be replaced.

| oK

| < Previous || E s

|| Finizh || Cancel |

Veeam Backup & Replication preserves the format of the restored virtual hard disks. To change disk
format, select the required option from the Restore disks list - same as on the original VM, force thin
or force thick. Please note that disk format changing is available only for VMs using virtual hardware

version 7 or later.

Step 5. Specify a Restore Reason

If necessary, enter the reason for performing VM file recovery. The information you provide will be
saved in the session history so that you can reference it later.
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Reason
@ Type in the reason for performing this restore operation. This information will be logged in the restore sessions history for later
reference.

Yirtual Machine Restore reazon:

Fiestoring a comupted system disk]

Restore Poaint

Dizk Mapping

Surmmary

| < Previous | | E s | | Finizh | | Cancel

Step 6. Finish Working with the Wizard

To start a VM immediately after hard disk recovery, select Power on VM after restoring. Then click
Finish to start restoring the VM files.

Summary
& Sumrmary
irtual Machine Summary:

Onginal Vi name; alba-exch
Restore Point Restore point: 7/22/2013 11:02:00 Phd
Target W name: exchangell
Disk Mapping Target host: esw22 veeam local
Festore Disks: Az on original Y
Faason Digks info: }
Source file: alba-exch.vmdk [40.0 GEB] [Default]
Target store; esx2local_store

[ Power onh after restaring Fick prosy to uze

< Previous | | Mewt > | | Finizh | | Cancel
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Restoring VM Guest Files

With the Restore wizard, you can restore individual Windows guest OS files from any successfully
created backup or replica of a Windows-based VM.

When you perform file-level recovery, the VM image is not extracted from the backup. The content of
a backup file is mounted directly to the Veeam backup server (to the C:\veeamf1r\<vmname> folder)
and displayed in the inbuilt Veeam Backup browser. For mounting file systems of VM guest OS’es,
Veeam Backup & Replication uses its proprietary driver. After the file system is mounted, you can copy
necessary files and folders to their initial location, to your local machine drive, save them anywhere
within the network or simply point any applications to the files and use them normally.

Important! File-level restore has the following limitations:

e You cannot restore files from a running replica, or if the replication job with the necessary
VM is being performed.

e You cannot restore files from a backup created in the reversed incremental mode if the
backup job is being performed. However, if the backup is created in the incremental
backup mode and the backup job is being performed, you can restore files from any
available restore point.

e  Guest OS file-level restore for ReFS is supported only if Veeam Backup & Replication is
installed on Windows 2012 Server.

To restore guest OS files from a VMware VM, follow the next steps:

Step 1. Launch the Restore Wizard

To launch the Restore wizard, do one of the following:

e Onthe Home tab, click Restore and select VMware. In the Restore from backup section,
select Guest files (Windows).

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, select the VM whose guest OS files you want to restore and
click Guest Files > Guest Files (Windows) on the ribbon.

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, right-click the VM whose guest OS files you want to restore
and select Restore guest files (Windows).

Restore Options
YWhat would you like to do?

Fiestare from backup Fiestare from replica

) Instant ¥M recovery
) Failover to replica

() Failback to production
O Guest files Pafindows]
) Guest files [other 05)

() Entire WM [including registration)
0 WM hard disks
) WM Files [VMDE., Vi)
® Guest files Pafindows)
) &pplication items
O Guest files [other 05)

) Application iems

< Back || Pt = || Cancel
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Step 2. Select a Virtual Machine
In the list of available jobs, select the necessary virtual machine. To quickly find VMs in jobs, use the

search field at the bottom of the window.

¥irtual Machine

Chooge the virtual machine you would like to restore.

Wirtual machine:  exchil

Job name Last backup time WM count Restore points
I & Sharepoint Backup FAES201310:02:4. 1
4 23 Exchange Copy FA222M31:E00. 1

| (5 exchi 7/22/201311:50:1...

|@v Type in an object name to search for

Step 3. Select a Restore Point

Select the necessary restore point for the virtual machine.

Restore Point

Select the restore point vou would like to restore i to.

Vi name:  exch01 Original host:  veprod. veeam.local
WM size: 124.7 GB

Awailable restore points:

Date Type
| 7/13/2013 S aturday 4:32:00 PM Increment
71242013 Friday 11:03:17 AM Ful

Step 4. Specify Restore Reason

If necessary, enter the reason for performing VM guest file restore. The information you provide will be
saved in the session history so that you can reference it later.
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Note

Restore Reason

Frovide the reazon for perfoming this restare. Thiz information will be saved in the restore
zessions history for later reference.

Restore reason:

Fieztaring .edb from the backun

Step 5. Finish Working with the Wizard

Click Finish to start restoring files from a backup or replica. Once restoring is completed, Veeam
Backup & Replication will open a file browser displaying the file system tree of the restored VM. Please
note that the names of the restored machine drives may differ from the original ones.

Completing the Restore Wizard

Press Finish to close the wizard and start the task.

veeam

#1VM Backup

| <Back | News || Finish

Step 6. Save Restored Files

You can save guest OS files to their initial location, to any folder on the local machine or within the
network or open Windows Explorer for work with files.

You can browse to the VM guest OS files mounted to the Veeam backup server only while the Veeam

Backup browser with the restored files is open. After the Veeam Backup browser is closed, the VM
disks will be unmounted from the Veeam backup server.
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Saving Files to the Initial Location

To save files or folders to their initial location:

1. Right-click the necessary file or folder in the file system tree or in the details pane on the right
and select Restore.

2. Inthe Credentials window, specify credentials of the account that will be used to connect to
the initial VM. When you restore files to their initial location, Veeam Backup & Replication
deploys a small runtime process in the initial VM. The process is used to control restore
operations.

To deploy the process, you need to connect to the initial VM under an account having
administrator permissions on this VM. You can use the account under which you are currently
logged on or choose another account.

3. Click OK to start the restore process.

Important! Restore to the initial location may fail for the following reasons:
° VMware Tools are not installed on the target VM
° You have excluded the system disk from the VM backup

To restore guest OS files in such situation, you can use 1-click file-level restore or copy files to the
selected folder and then move them to the original location.

o Backup Browser (exch01 at 7/13/2013 4:32 AM) -8 X
Home

I CEEELRY -

Back Forward Folder View | Openln Exchange SharePoint
Up - Explorer  Items Ttems

MNavigation Actions
ER (s Size Creation Date Modified Date
b $Recyd 82012 6:08...
4 | Documg 312009 10:0...
B Adn . \
b . Al Chooge uger account to connect bo %k with. Y'ou can use you curently 32009 11:3. .
e E logged on account, or specify credentials for a different account. 32009 10:0...
bl Def =‘E k 3{2009 9:57
f ) Use the cumently logged on account e
bk Deb 3(2009 9:57...
b Pu ® |lse the following account:
B 1 Perflog
B Progran Credertials: | Yeeam [administratar account) v Add
. Progran Show Detal | ¥ | | |
b | Progran anage accounts
| Recovery
I System Yolume Informatig
B Users | (]9 | | Cancel
B Windows
6 abjects I 00KE
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Saving Files to a New Location

To save restored files or folders on the local machine or within the network, right—click the necessary
file or folder in the file system tree or in the details pane on the right and select Copy To.

When restoring file objects, you can choose to preserve their original NTFS permissions:

e Select the Preserve permissions and ownership check box to keep the original ownership
and security permissions for restored objects. Veeam Backup & Replication will copy selected
files and folders along with associated Access Control Lists, preserving granular access
settings.

e Leave the Preserve permissions and ownership check box cleared if you do not want to
preserve the original ownership and access settings for restored objects. In this case, Veeam
Backup & Replication will change security settings: the user who launched the Veeam Backup
& Replication console will be set as the owner of the restored object, while access permissions
will be inherited from the folder to which the restored object is copied.

Backup Browser (exch01 at 7/13/2013 4:32 AM) - |O] X

GX

Home

TEEEL Y

Back Forward Folder View | OpenlIn Exchange SharePoint
Up - Explorer  Items Items

MNavigation Actions

4 [ C) Tarne Tvpe Size Creation Date Modified Date
b . $Recycle.Bin s T 11/8f2012 6:08. ..

4 | Documents and Settings Fi13f2009 1000,

b . Administrator FHHZ009 11:5,..

0 Al Users .
b : Diefault Choose folder: 7132009 10:0,..

20, 7/13/2009 9:57...
b Default User |C:AFestared | | Browse.. ; ?jwizung 9.57

I . Public
. Perflogs

. Program Files [ Preserve permissions and ownership ok, | | Camel |
. Progran Files (x56)

. ProgramData
. Recovery

. Syskem Yolume Information
. Users

. Windows

R A A A
——— o

6 abjects I 00KE

Tip If you are restoring guest OS files of the virtualized Microsoft Exchange server or Microsoft Sharepoint
server, you can launch Veeam Explorer for Exchange and Veeam Explorer for SharePoint directly from
the Veeam Backup browser:

e To start Veeam Explorer for Exchange, browse to the Exchange database file (EDB) in the
Veeam Backup browser, select it and click Exchange Items on the Home tab or simply
double-click the EDB file.

e To start Veeam Explorer for SharePoint, browse to the Microsoft SharePoint content
database (MDF) in the Veeam Backup browser, select it and click SharePoint Items on the
Home tab or simply double-click the MDF file.
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Working with Windows Explorer

Beside copying files via the Veeam Backup browser, you can use Windows Explorer to work with
restored files. Click Explore on the ribbon in the Veeam Backup browser or right-click the necessary
folder and select Explore. Veeam Backup & Replication will launch Windows Explorer so that you can
browse to VM guest OS files.

You can also start Windows Explorer as usually and browse to the necessary files. VM disks are
mounted under the C:\veeamflr\<vmname>\<volume n> folder of the Veeam backup server.

Haome Share e

- 1 | Lo v Cornputer » Local Disk (C) » WeeamFLR » exch0l » Wolumel » ] G| | Search Walurmel

FS

Marme Date rmodified Type Size

A ~
I 5.0 Favorites ]
. Perflogs Ff13/2000 8:20 PM File falder
I 4 Libraries . Program Files 6/11/2M3 5:06 P File falder
. Program Files {xB86) 1320091006 PR File folder
A M Computer . Users 11/6/2012 6:08 P File folder
4 a Lacal Disk {Ci) . Windows 61872013 314 P File folder
. backup
J inetpub
.. Perflogs

. Program Files

. Prograrn Files (x36)

. temp

. Users

. WBRCatalog

) WeeamFLR
4 1 exchdl

@ Wolumel

4@ Wolumel
I Perflogs

I+ 1. Proaramn Files
5 iterns

Multi-OS File Level Recovery

To let you recover guest OS files, Veeam Backup & Replication uses a specific proxy appliance — a
helper VM. The proxy appliance is very small — around 20 MB and takes only 10-20 seconds to boot.
Veeam Backup & Replication automatically starts the proxy appliance on the host in the virtual
environment and mounts disks of the restored VM to the proxy appliance as virtual hard drives. VM
files are mounted directly from backup files, without prior extraction of the backup file content. After
that, you can copy necessary files and folders to your local machine drive or save them anywhere
within the network.

To perform multi-OS file-level restore, follow the next steps:

Step 1. Launch the Veeam File Level Restore Wizard

To launch the Restore wizard, do one of the following:

e  Onthe Home tab, click Restore and select VMware. In the Restore from backup section,
select Guest files (other OS).

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, select the VM whose guest OS files you want to restore and
click Guest Files > Guest Files (other OS) on the ribbon.

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, right-click the VM whose guest OS files you want to restore
and select Restore guest files (other 0S).
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Restore Options
What would you like o do?

Restore from backup Restore from replica

O Irstert VM recovery ) Failover to replica
) Entire WM [including registration)

O WM hard disks

O W files [VMDK, W)

() Guest files [windows)

® Guest files [other O5)

) Failback to production
) Guest files Pwindows)
() Guest files [other 05)
) &pplication items

() pplication items

| < Back || Memt » || Cancel |

The welcome screen of the wizard will be displayed. If you do not want to see the welcome screen at
subsequent launches of the wizard, select the Don't show this step again check box at the bottom of
the screen.

Welcome to the Multi-0S File Level
Restore Wizard

Thiz wizard will guide you through performing file-lesel restore from
image-level Wi backup created by Veeam Backup.

Please note that for Windows guests, you can perform
instant file-level restores directly from Yeeam Backup
user interface, without employing the virtual appliance.

Fiefer to the Yeeam Backup release nates docurment for the most
up-to-date information on supported guest file systems.

[ Dan't shaw this step again

< Back || Mext » || Cancel

Step 2. Select a Virtual Machine
At the Virtual Machine step of the wizard, select the necessary virtual machine.

Tip To quickly find the necessary VM, use the search field at the bottom of the window: enter the VM
name or a part of it and press [ENTER].
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¥irtual Machine N

=

Chooze the virtual machine vou would like to perform file-level restare for. Mote that pou can l;
only chooze from backups registered in the Yesam Backup console. ﬂ

Auwailable backups:

Wk M arme Backup Job Marme Last Backup Time Festare Paints

Step 3. Select a Restore Point

At the Restore Point step of the wizard, select the necessary restore point for the VM.

Restore Point

Chooze the restore point you would like to restore files from. ll?]

Awailable restore paints:

Summary

Yirtual machine:  apachesry

10/8/2012 10:09:02 PM Incremetal
Source host: veprod_veeam.local

Fiestare point: 104972012 10:01:32__.

< Back || Mext » || Cancel

Step 4. Specify a Restore Reason

At the Restore Reason step of the wizard, enter the reason for restoring files if necessary. The
information you provide will be saved in the session history so that you can reference it later.
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Restore Reason

Frovide the reazon for perfoming this restare. Thiz information will be saved in the restore
zessions history for later reference.

Restore reason:

Fiestaring filed

Step 5. Select Location for the Proxy Appliance

At the Ready step of the wizard, you should select an ESX(i) host for placing the proxy appliance.
When the restore process starts, Veeam Backup & Replication will register the proxy appliance on the
selected ESX(i) host and mount disks of the restored VM to this proxy appliance. The file system tree of
the restored VM will be displayed in the Veeam Backup browser. After you restore necessary files and
finish working with the Veeam Backup browser, the proxy appliance will be deleted from the ESX(i)

host.

To locate the appliance, do the following:

1.
2.

Click Customize at the bottom of the window.

In the FLR Appliance Configuration window, select the ESX(i) host on which the proxy
appliance will be registered.

Specify the resource pool and network in which the proxy appliance will be run.

Select between a static or dynamic IP address for the proxy appliance and specify the
necessary network settings for the proxy appliance.

To enable FTP access to the restored file system, select the Enable FTP server on appliance
check box. As a result, your users will be able to access the proxy appliance via FTP, browse
the file system of the restored VM and download necessary files on their own.

If you are performing restore of a VM with the Novell Storage services file system, select the
Restore Novell Storage services filesystem check box. In this case,

Veeam Backup & Replication will deploy a specific proxy appliance supporting the Novell file
system.

Click OK.
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Important! When choosing an ESX(i) host for the Novell file system proxy appliance, make sure that it allows
running VMs with 64-bit guest OSs.

Specify ES3[i] server. resource pool and netwark, settings for FLA
helper appliance. Be sure to choose the zame netwark where the Wk
wou are restoning to iz located.

Huost:

eau7. vesam. local | | Chooze...

Statistics
Whs 11 total

10 running

Resource pool:

|F|esources | | Chooze...

M etwork:
|VM MHetwark | | Chooze...

®) Obtain an IP address automatically
) Usze the following |P address:

Subnet mask;

Default gateway:

["] Enable FTP zerver on appliance [advanced]
[] Restore Mavel Storage Services filesystem

| Ok, || Cancel |

Step 6. Finish Working with the Wizard

Click Finish to start restoring files from a backup or replica. Please note that the file-level restore
appliance may take about 30-40 seconds to boot.

Completing the Multi-OS File Level
Restore Wizard

File-level restore wizard has gathered all the required infomaation to
start the filelevel restore process.

After wou click Finish, the file-level restore appliance will be started up
automatically, and vou will be prezented with the Backup Browser window
giving pou access bo the guest file spstem of the selected virtual machine.

The wirtual appliance usually takes lesz than 20 seconds to boot.

@ Using esx?.veeam.local to run FLR appliance.

<Back | Mew> || Firsh |
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Step 7. Save Restored Files

Once the restore process is completed, a file browser displaying the file system tree of the restored
virtual machine will be opened. To save restored files or folders on the local machine or within the
network, right-click the necessary file or folder and select Copy to from the shortcut menu and select
the necessary destination and folder on the local or remote host. The file or folder will be saved at the
specified folder on the host.

& File Level Restore {alba-sharepoint at 7/26/2013 9:48 AM) -] x

COE D

Back Forward Folder View Copy

Up - To
Mavigation Action
El é alba-sharspoint.vrndk Marme - Size  Date Modified Permissions Ciner Graup ~
4 @@ sdal [C)DRIVERS FI31J2012 12:39PM FWEE=XF= rook rook
b [ DRDOS LML 7)31j2012 12:38 PM FRRE =% root root =
4 |2 MWSERVER ot raat
L [EJEI?'IVERS ot rook
3 MLS
. ok rook
b [ UMSLPCRY Server: o root
| |This computer or shared folder V| | Details ot root
[ =@ sdaz
I+ |_=| Log Path to folder: at raok
|E:\F|estored | | Browse,.. ot ronk
ik raak
ot rook
To restore files directly to a Linus server, add server to the console using Add S erver ot rook
wizard first. “r'ou will then be able to pick it as destination in thiz dialog.
ok roak
ot rook
[ Preserve permissions and ownership | Restore | | Cancel ok rook
ok roak
[T . a 005 4:03 A (R roak rook
CPDATA. L 21112005 4:25 A PRRE=XF-3 rook rook
CPUCHECK, MLM 15.2KB  12f6/2007 7:07 &M PRP-Xp-% ronk rook
DE.BIM 0.5KE 10§3/2008 1:53 AM FIAEF=XF -3 root rook
DES2. BIM 1.0KE 1043/2008 1:55 AM A= -3 root root
T DD AT R RA VR 10PNNE QBN AR oo o vk Catal e
1 ezt sdlagd | 108Kk

If you are recovering files to the original Linux host, you can preserve file permissions. Note in this
case, the Linux host must be added to the list of servers managed by Veeam Backup & Replication in
advance. For details, see the Adding a Linux Server section. Select the Preserve permissions and
ownership check box to keep original permission settings for recovered files. Ownership settings are
restored only if you have privileges to change the owner at the remote Linux host where files are
restored.

If you have chosen to enable FTP server on the FLR appliance, the restored file system will also be
available over FTP at ftp://<FLR_appliance_IP_address>. Other users in the same network can access
the FLR appliance to restore the files they need.

Performing Replica Failover and Failback

With the virtual machine replica failover and failback possibilities, you can recover a corrupted virtual
machine in case of software or hardware malfunction. The failover option can be used for any virtual
machine replicas that were successfully created at least once.

To learn more about the purpose of each operation and associated background processes, see Replica
Failover and Failback.

The following operations can be performed as part of the failover and failback workflow.

345 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



Performing Failover

During failover, Veeam Backup & Replication rolls back the replica to the required restore point and
recovers a fully functional VM on the target host. Failing over to replicas is performed by means of the
Failover wizard. This section will guide you through all steps of the wizard and provide explanation
on offered options.

To fail over to a replica, follow the next steps:

Step 1. Launch the Failover Wizard

To launch the Failover wizard, do one of the following:

On the Home tab, click Restore and select VMware. In the Restore from replica section,
select Failover to replica.

Open the Backup & Replication view and select the Replicas node. In the working area,
expand the necessary replication job, select the VM and click Failover Now on the ribbon.

Open the Backup & Replication view and select the Replicas node. In the working area,
expand the necessary replication job, right-click the VM and select Failover Now.

Open the Backup & Replication view and select Ready under the Replicas node. In the
working area, select the necessary replica and click Failover Now on the ribbon or right-click
the replica and select Failover Now.

Restore Options
YWhat would you like to do?

Fiestare from backup Fiestare from replica

) Instant ¥M recovery
® Failover to replica

() Failback to production
O Guest files Pafindows]
) Guest files [other 05)

() Entire WM [including registration)
0 WM hard disks
) WM Files [VMDE., Vi)
O Guest files Pfindows)
) &pplication items
O Guest files [other 05)

) Application iems
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Step 2. Select Virtual Machines

At this step, you should select one or more VMs that you want to fail over. To add a VM or a VM
container, click Add VM and select where to browse for the machines:

From Infrastructure — browse the virtual environment and select VMs or VM containers to
fail over. If you choose a VM container, Veeam Backup & Replication will expand it to a plain
VM list.

To facilitate selection, use the search field at the bottom of the Add Objects window: click
the button to the left of the field and select the necessary type of object to search for
(Everything, Folder, Cluster, Host, Resource pool, VirtualApp or Virtual machine), enter
an object’s name or a part of it and press [ENTER].

Make sure that VMs you select from the virtual environment have been successfully
replicated at least once.
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e From Replica — browse existing replicas and select VMs under replication jobs. To quickly
find VMs, use the search field at the bottom of the Select Objects window: enter a VM name
or a part of it and press [ENTER].

¥irtual Machines
ﬁh Virtual Machines

Feazon

Wirtual machines to failover:

Q, sl

e o TS _
5 sqi03 125166

Show mare ... Femove

| < Previous || M ent > || Finizh || Cancel |

Alternatively, you can use the search field at the top of the window: enter a VM name or a part of it in
the search field. Veeam Backup & Replication will search existing replicas for the specified VM and
display matching results. To add a VM, double-click it in the list of search results. If a VM is not found,
click the Show more link to browse existing replicas and choose the necessary VM.

To remove a VM from the list, select it and click Remove on the right.

Step 3. Select a Restore Point

At this step, you should select the necessary restore point to which you want to fail over.

By default, Veeam Backup & Replication uses the latest good restore point to recover a VM. However, if
you want to fail over to an earlier replica state, select a VM in the Virtual machines to failover list and
click Point on the right. In the Restore Points section, select a restore point that should be used to fail
over the VM.
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VMware Failover Wizard X
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Step 4. Specify a Failover Reason

If necessary, enter the reason for performing failover of selected VMs. The information you provide will
be saved in the session history so that you can reference it later.

Reason
Eh Fieason
Wirtual Machines Restore reazon:
Pilat failoveed

Surmmary

[T Do mot shaw me this page again

| < Previous | | M ent > | | Finizh | | Cancel

Step 5. Review Summary and Finish Working with the Wizard

Review the list of VMs to fail over and click Finish to start the failover procedure. Once the failover is
complete, the VM replicas will be started on the target hosts.
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Performing Permanent Failover

The Permanent failover option finalizes failover to a VM replica. As a result of the permanent failover,
the VM replica on the target host ceases to exist as a replica and takes on the role of the original VM.

To perform permanent failover, do either of the following:

e Open the Backup & Replication view and select the Replicas node. In the working area,

expand the necessary replication job, select the VM and click Permanent Failover on the
ribbon.

e Open the Backup & Replication view and select the Replicas node. In the working area,
expand the necessary replication job, right-click the VM and select Permanent Failover.

e Open the Backup & Replication view and select Active under the Replicas node. In the
working area, select the necessary replica and click Permanent Failover on the ribbon or
right-click the replica and select Permanent Failover.

In the displayed dialog box, click Yes to confirm the operation.

Yeeam Backup & Replication i i
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Failover Undo Permanent | Faibackto Unde Commit | GuestFiles GuestFiles Application | Remove

Mow  Failover Failover Production Failback Failback | (Windows) (Other OS) Items from «
Failover Faibadk Restore Delete
Backup & Replication |,O Typsin an object name to search for x ‘
3 {a} Jobg Hame Job Mame Status Creation time Restare painks Criginal location Replica location
4 |E Backups [Tesal SOL Replication Failover B Failover Now.. odiesnlBve.. veprodiess] 2 veean, i
Igl Disk
él | % Permanent Failower
mported .
4 [79 Replicas ¥} Undo Failodat
% Heaf:ly 43 Failback to production...
|I‘b Active [1)
[ g, Last 24 hours ﬂ% Rescan replicas
[ Restore guest files (Vindoms)...
€ Restore guest files (Other O3)..,
L Remove fram replicas
=% Remowe from disk
| % Backup & Replication 1
ﬁ Properties...
@ virtual Machines
ﬁj Files
@l Backup Infrastructure
@ 5AN Infrastructure
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To protect the VM replica from corruption after performing a permanent failover, Veeam Backup &
Replication removes the VM replica from the Replicas list. Additionally, Veeam Backup & Replication
reconfigures the replication job and adds the original VM to the list of exclusions. When the
replication job that processes the original VM starts, the VM will be skipped from processing, and no
data will be written to the working VM replica.
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Undoing Failover

The Undo failover option allows powering off running VM replicas on target hosts and rolling back to
their initial state.

To undo failover, do either of the following:

e  Onthe Home tab, click Restore. In the Restore from replica section, select Undo previously
performed failover.

e Open the Backup & Replication view and select the Replicas node. In the working area,
expand the necessary replication job, select the VM and click Undo Failover on the ribbon.

e Open the Backup & Replication view and select the Replicas node. In the working area,
expand the necessary replication job, right-click the VM and select Undo Failover.

e Open the Backup & Replication view and select Active under the Replicas node. In the
working area, select the necessary replica and click Undo Failover on the ribbon or right-click
the replica and select Undo Failover.

In the displayed dialog box, click Yes to confirm the operation.
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Performing Failback

The Failback option allows you to switch from a VM replica back to the original VM or restore a VM
from a replica in a new location. Failback is performed by means of the Failback wizard. This section
will guide you through all steps of the wizard and provide explanation on offered options.

Important! You can perform failback for a VM replica in the Failover state. The VM replica is put to the Failover

state when you fail over to it from the original VM. To see all VMs in the Failover state, open the
Backup & Replication view and select the Active node under Replicas in the inventory pane.
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To perform failback, follow the next steps:

Step 1. Launch the Failback Wizard

To launch the Failback wizard, do one of the following:

e  Onthe Home tab, click Restore and select VMware. In the Restore from replica section,

select Failback to production.

e Open the Backup & Replication view and select the Replicas node. In the working area,
expand the necessary replication job, select the VM and click Failback to production on the

ribbon.

e Open the Backup & Replication view and click the Replicas node. In the working area,
expand the necessary replication job, right-click the VM and select Failback to production.

e Open the Backup & Replication view and select Active under the Replicas node. In the
working area, select the necessary replica and click Failback to production on the ribbon or

right-click the replica and select Failback to production.

Restore Options
‘what would you like to do?

L

Restare from backup

O Instant Wi recovery

) Entire WM [including registration)
O WM hard disks

O WM files [WIDE, Vi)

) Guest files [windows)

O Guest files [other 05)

O Application items

Restore from replica

() Failover to replica
® Failback to production
) Guest files [windows)
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Step 2. Select VM Replicas to Fail Back

| < Back || Mext » ||

Cancel

At this step, you should select one or more VM replicas from which you want to fail back. Click
Populate to display all existing replicas in the Failover state. Leave check boxes selected only for those

replicas from which you want to fail back.
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Step 3. Select Failback Destination

At this st

ep of the wizard, you should select failback destination and backup proxies that will be used

to perform failback.

Veeam B
Failback

Note tha

ackup & Replication supports three possible failback destination variants. Note that the
wizard displays a different set of steps for every failback variant.

Select Failback to the original VM if you want to fail back to the original VM residing on the
source host. In this case, Veeam Backup & Replication will restore the original VM to the
current state of its replica.

If this option is selected, you will pass to the Summary step of the wizard.

Select Failback to the original VM restored in a different location if you have recovered
the original VM from a backup in a new location, and you want to switch to it from the replica.
In this case, Veeam Backup & Replication will restore the recovered VM to the current state of
the replica.

If this option is selected, you will pass to the Target VM step of the wizard.

Select Failback to the specified location if you want to restore the original VM from a replica
- in a new location and/or with different settings (such as VM location, network settings,
virtual disk and configuration files path and so on).

If this option is selected, you will need to complete all further steps of the wizard.

tif you fail back to the original VM or to the original VM restored in a new location, only

differences between the existing virtual disks and their state will be transferred over to the original
VM. Veeam Backup & Replication will not transfer replica configuration changes, such as a different IP
address or network settings (if replica re-IP and network mapping were applied), new hardware or
virtual disks added while the replica was in the Failover state.

If you ch

oose to perform advanced failback, the entire VM replica, including its configuration and

virtual disks content, will be restored in the selected location.
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Click the Pick backup proxies for data transfer link to select backup proxies to perform data transfer
during failback. In the offsite replication scenario, you should select one backup proxy in the
production site and one proxy in the DR site. In the onsite replication scenario, you can use the same
server as the source and target proxy.

In the Choose backup Proxy section, click Choose to assign a backup proxy. You can use automatic
proxy selection or assign proxies explicitly.

e If you choose Automatic selection, Veeam Backup & Replication will detect backup proxies
that are connected to the source datastore and will automatically assign optimal proxy
resources for processing VM data.

VMs selected for failback are processed one by one. Before processing a new VM in the VM
list, Veeam Backup & Replication checks available backup proxies. If more than one proxy is
available, Veeam Backup & Replication analyzes transport modes that the proxies can use, the
current workload on the proxies to select the most appropriate resource for VM processing.

e If you choose Use the backup proxy servers specified below, you can explicitly select
proxies that will be used to perform data transfer. It is recommended to select at least two
proxies to ensure that failover will be performed should one of job proxies fail or lose its
connectivity to the source or target datastore.

Step 4. Select a Failback Destination Host

This step of the wizard is only available if you have chosen to perform advanced failback. To specify a
destination host, select one or more VMs in the list and click Host. From the virtual environment,
choose a host or cluster where the selected VMs should be registered.

To facilitate selection, use the search field at the bottom of the window: click the button on the left of
the field to select the necessary type of object that should be searched for (Cluster or Host), enter an
object’s name or a part of it and click the Start search button on the right or press [ENTER].
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Step 5. Select a Failback Destination Resource Pool

This step of the wizard is only available if you have chosen to perform advanced failback. To specify a
destination resource pool, select one or more VMs in the list and click Pool. From the virtual
environment, choose a resource pool to which the selected VMs will belong.

To facilitate selection, use the search field at the bottom of the window: enter a resource pool name or
a part of it and click the Start search button on the right or press [ENTER]. If required, you can also
select a vApp to which the restored VM will be included.

Resource Pool
@ Specify rezaurce pool to place failback destination %M into.
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Step 6. Select a Failback Destination Datastore

This step of the wizard is only available if you have chosen to perform advanced failback. When
restoring a VM from a replica, you can place an entire VM to a particular datastore or choose to store
configuration files and disk files of a restored VM in different locations.

To specify a destination datastore, select one or more VMs in the list and click Datastore. If
configuration and disk files of a VM should be placed to different datastores, expand the VM in the list,
select the necessary file type and click Datastore. From the virtual environment, choose a datastore to
which the selected objects will be stored. To facilitate selection, use the search field at the bottom of
the window: enter a datastore name or a part of it and click the Start search button on the right or

press [ENTER].
Failback Wizard x
Datastore
@ Specify datastore to place failback destination %YM's virtual disks in.
Feplica Filez location:
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By default, Veeam Backup & Replication preserves the format of restored VM disks, so that if disks of
the VM replica were provisioned as thick, Veeam Backup & Replication will restore the VM with thick
disks. However, if necessary, you can change the disk format of a restored VM. To do so, expand a VM
in the list, select the necessary disk and click Disk Type. In the Disk Type Settings section, choose the
format that will be used to restore virtual disks of the VM — same as the source disk, thin or thick.
Please note that changing disk format is available only for VMs using virtual hardware version 7 or
later.

Step 7. Select a Failback Destination Folder

This step of the wizard is only available if you have chosen to perform advanced failback. To specify a
destination VM folder, select one or more VMs in the list and click Folder. From the virtual
environment, choose a folder to which the selected VMs will belong. To facilitate selection, use the
search field at the bottom of the window: enter a folder name or a part of it and click the Start search
button on the right or press [ENTER].
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Step 8. Select a Destination Network

This step of the wizard is only available if you have chosen to perform advanced failback. If you plan to
fail back to VMs to a new location (for example, another site with a different set of networks), you can
map DR site networks to production site networks. Veeam Backup & Replication will use the network
mapping table to update configuration files of VMs on the fly, during the restore process.

To change networks to which restored VMs will be connected, select one or more VMs in the list and
click Networks. If a VM is connected to multiple networks, expand the VM, select the network to map
and click Network. The Select Network section displays all networks to which the destination host or
cluster is connected. From the list of available networks, choose a network to which the original VMs
should have access upon failback. To facilitate selection, use the search field at the bottom of the
window: enter a network name or a part of it and click the Start search button on the right or press
[ENTER].

To prevent the original VM from accessing any network upon failback, select the VM or its network
connections in the list and click Disconnected.
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Step 9. Map the Replica to the Restored VM

This step of the wizard is only available if you have chosen to fail back to the original VM restored in a
different location. At this step, you should define how VM replicas map to VMs restored from backup.

To create a mapping association, select a replica in the list and click Edit. Select the restored VM from
the VI. To facilitate selection, use the search field at the bottom of the Add Objects window: click the
button to the left of the field and select the necessary type of object to search for (Everything, Folder,
Cluster, Host, Resource pool, VirtualApp or Virtual machine), enter an object’s name or a part of it and
click the Start search button on the right or press [ENTER].
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Step 10. Review Summary and Finish Working with the Wizard

If you want to start the original VM after the work with the Failback wizard is complete, select the
Power on VM after restoring check box.

Check specified settings for failback and click Finish. Veeam Backup & Replication will restore the
original VMs to the state of corresponding VM replicas.

Committing Failback

The Commit failback option finalizes failback from the VM replica to the original VM.
To commit failback, do either of the following:

e  Onthe Home tab, click Restore. In the Restore from replica section, select Commit
failback.

e Open the Backup & Replication view and select the Replicas node. In the working area,
expand the necessary replication job, select the VM and click Commit Failback on the
ribbon.

e Open the Backup & Replication view and select the Replicas node. In the working area,
expand the necessary replication job, right-click the VM and select Commit Failback.

e Open the Backup & Replication view and select Active under the Replicas node. In the
working area, select the necessary replica and click Commit Failback on the ribbon or right-
click the replica and select Commit Failback.

In the displayed dialog box, click Yes to confirm the operation.
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Depending on the location to which the VM is failed back, Veeam Backup & Replication performs the
following finalizing operations after failback is committed:

e Ifthe VM replica is failed back to a new location, Veeam Backup & Replication additionally
reconfigures the replication job and adds the former original VM to the list of exclusions. The
VM restored in the new location takes the role of the original VM, and is included into the
replication job instead of the excluded VM. When the replication job starts, Veeam Backup &
Replication will skip the former original VM from processing, and will replicate the newly
restored VM instead.

e Ifthe VM replica is failed back the original location, the replication job is not reconfigured.
When the replication job starts, Veeam Backup & Replication will process the original VM in
the normal mode.

Undoing Failback

The Undo failback option allows you to switch from the original VM back to the VM replica and roll
back the replica to the failover state.

To undo failback, do either of the following:

e Open the Backup & Replication view and select the Replicas node. In the working area,
expand the necessary replication job, select the VM and click Undo Failback on the ribbon.

e Open the Backup & Replication view and select the Replicas node. In the working area,
expand the necessary replication job, right-click the VM and select Undo Failback.

e Open the Backup & Replication view and select Active under the Replicas node. In the
working area, select the necessary replica and click Undo Failback on the ribbon or right-
click the replica and select Undo Failback.

In the displayed dialog box, click Yes to confirm the operation.
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Managing Backups and Replicas

Veeam Backup & Replication offers the following management options for your backups and replicas:
removing from backups/replicas, deleting from disks and viewing properties. All options are available
from the shortcut menu.

e The Remove from Backups or Replicas option is used when you want to remove records
about backup and replica files from the Veeam Backup configuration database. Please note
that all backup files (.vbk, .vib, .vrb, .vbm) will stay safe on the destination backup storage, so
you can easily import these files later to the Veeam Backup & Replication console for restore
operations if needed. As for replicas, all references will be removed from the
Veeam Backup & Replication console; however, all your replicated VMs will still reside on your
target hosts, so you can start them manually after the Remove from replicas option is
performed.

e Inaddition to removing records about backup and replica files from the Veeam Backup
configuration database, the Delete from disk option also removes actual backups and
replicas from the destination storage. Note that you should avoid deleting backup files
manually from your destination storage, otherwise all subsequent job sessions will be failing.
You can use this option for all VMs in the backup or replication job or for each VM separately.

e The Properties option for backups is used to view summary information on backups you
made. It contains information on compression and de-duplication ratios, available restore
points for a particular backup, as well as date, data size and backup size.

Importing Backups

Importing backups can be useful if you need to restore backups from tape or from .vbk files of other
Veeam Backup & Replication versions or instances, if you happened to delete the server with which
the backup was associated from the management tree, or in case the application has been uninstalled.
You can also use the import option to work with VeeamZIP files: if you have created VeeamZIP files,
you can import them to the Veeam Backup & Replication console and use them for data restore as
usual backup. For details, see Creating VeeamZIP Files.

To import backups to Veeam Backup & Replication:
1. On the Home tab, click Import Backup.
2. From the Computer list, select the host on which the backup you want to import is stored.

3. Click Browse and select the necessary .vbm or .vbk file. Note that the import process is
notably faster if you select the .vbm file. Therefore, it is recommended to use the .vbk files for
import only if no corresponding .vbm file is available.

4. By default, index data of the guest OS file system is not imported with the backup file to
speed up the import process. However, if it is necessary, select the Import guest file system
index check box.

5. Click OK to import the selected backup. The imported backup will become available in the
Backup & Replication view, under the Backups > Imported node in the inventory pane.
Backups are imported using the original name of the backup job with the imported suffix
appended.
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Important! To be able to perform any restore operation from previous points in time (rollbacks) for your backed
up VM, before importing a full backup file to the Veeam Backup & Replication console, make sure that
you have all required increments (either forward or reverse) in the same folder.
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Working with vCloud Director VMs

This section describes administrative tasks you can perform for VMs managed by vCloud Director.

Viewing vCloud Director VMs

After you have added the vCloud Director server, you can view the vCloud Director hierarchy directly
in the Veeam Backup & Replication console and work with VMs managed with vCloud Director. To
open the vCloud Director hierarchy:

1. InVeeam Backup & Replication, open the Virtual Machines view.
2. Click the View tab on the ribbon.
3. Onthe View tab, click vCloud View.

The hierarchy of the added vCloud Director server will become available in the inventory pane, VMs
managed by vCloud Director will be displayed in the working area. You can work with these VMs just
as if you worked with VMs managed by vCenter Servers or registered on ESX(i) hosts added to
Veeam Backup & Replication.
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Performing Backup of vCloud Director VMs

From the user’s side, the vCD backup is practically the same as a regular VM backup. The vCD backup
job aggregates main settings for the backup task and defines when, what, how and where to back up.

You can perform the vCD backup job for single VMs and for VM containers, which, in terms of vCloud
Director, are the following:

e VApp
e Organization vDC
e Organization

e vCloud Director instance
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As well as a regular backup job, the vCD backup job can be scheduled or run manually. To create a
vCD backup job, do one of the following:

e  Onthe Home tab, click Backup Job and select vCloud.
e Open the Backup & Replication view, right-click the Jobs node and select Backup > vCloud.

e Open the Virtual Machines view, click the View tab and click v€Cloud View on the ribbon.
Expand the vCloud Director hierarchy in the inventory pane, select one or several VMs in the
working area, click Add to Backup on the ribbon and select New job. Alternatively, you can
right-click one or several VMs in the working area and select Add to backup job > New job.
In this case, the selected VMs will be automatically included into the new vCD backup job.
You can add other VMs to the job when passing through the wizard steps.

You can quickly include VMs to already existing vCD backup jobs. To do that, in the Virtual Machines
view, right-click necessary VMs in the working area and select Add to backup job > name of a created
job.

The New vCD Backup Job wizard offers the same options as a New Backup Job wizard. To learn what
settings you can specify for the backup job, see the Creating Backup Jobs section.
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Performing Restore from vCD Backups

Veeam Backup & Replication offers a number of options for restoring VM data from vCD backups. You
can:

Restore a VM with Instant VM Recovery

e Restore an entire vApp back to the vCloud Director hierarchy
e Restore a full VM back to the vCloud Director hierarchy

e Restore an entire VM to the VMware vSphere infrastructure

e Restore VM hard disks

e Restore VM files (VMX, VMDK and so on)

e Restore VM guest OS files
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Performing Instant VM Recovery for VMs

Veeam Backup & Replication provides two options for Instant VM Recovery of vCD VMs:
e You can instantly recover a VM to a vApp in the vCloud Director hierarchy.

e You can instantly recover a VM to the virtual infrastructure. In this case, the VM will be
restored at the level of the underlying vCenter Server and the Instant VM Recovery process
will be the same as for regular VMware VMs.

When you instantly restore a VM to vCloud Director, Veeam Backup & Replication uses the vPower NFS
datastore, just as with other VMware VMs. However, to import the VM to the vApp,

Veeam Backup & Replication needs to associate the vPower NFS datastore with some storage profile.
To do that, Veeam Backup & Replication creates in the underlying vCenter Server an auxiliary storage
profile — Veeam-InstantVMRecovery and displays it in vCloud Director.

The created storage profile is added to the Provider vDC and Organization vCD hosting the vApp to
which the VM is restored. When the vPower NFS datastore is mounted to the ESX(i) host, the vPower
NFS datastore is associated with the Veeam-InstantVMRecovery storage profile. After that, the VM is
instantly restored in the regular course and imported to the selected vApp.

When an Instant VM Recovery session is finished, the storage profile is not deleted from the Provider
vDG; it remains in vCenter Server. This helps speed up all subsequent Instant VM Recovery operations.
However, the storage profile is deleted from the Organization vDC as Organization vDC settings can
be accessed by Organization administrators.

Restoring vCD VMs with Instant VM Recovery to vCloud Director

To restore VMs to vCloud Director hierarchy using Instant VM Recovery, follow the next steps:

Step 1. Launch the vCloud Instant VM Recovery Wizard

To launch the vCloud Instant VM Recovery wizard, do one of the following:

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, select the VM you want to restore and click Instant VM
Recovery > Into vCloud vApp on the ribbon.

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, right-click the VM you want to restore and select Instant
VM recovery > Into vCloud vApp.

e Open the Virtual Machines view. On the View tab, click vCloud View. In the inventory pane,
expand the vCloud Director hierarchy. In the working area, right-click the VM you want to
restore and select Restore > Instant VM recovery > Into vCloud vApp.
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At this step of the wizard, you should select the necessary restore point for the vCD VM.

By default, Veeam Backup & Replication uses the latest good restore point to recover a VM. However, if
you want to restore a VM to an earlier state, select from the list a necessary restore point that should

be used to recover the VM.
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Step 3. Select a Restore Mode

Choose the necessary restore mode:

e Select Restore to the original location if you want to restore the VM with its initial settings
and to its original location. If this option is selected, you will pass directly to the Reason step
of the wizard.

e Select Restore to a new location, or with different settings if you want to restore the VM to
a different location and/or with different settings (such as VM location, network settings,
format of restored virtual disks and so on). If this option is selected, the vCloud Instant VM
Recovery wizard will include an additional step for customizing VM settings.

Restore Mode
&l Specify whether you want to restore the Wi to original location, or to a new location.

Yirtual Machine () Restore to the original location

. Cuickly initiate restare of selected WMz to the original location, and with the original name
Restore Point and settings. This option minimizes the chance of wger input error.
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Customize restored Wi location, and change its settings. The wizard will automatically
Destination populate all contralz with the anginal Wi zettings as the default settings.
D atastore
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Reazon
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Step 4. Select Destination for the Restored VM

This step of the wizard is available if you have chosen to change the location and settings of the
restored VM.

Select the destination for the recovered VM and specify the name for the restored VM:

1. Inthe vApp field, specify the vApp to which the VM should be restored. By default,
Veeam Backup & Replication restores the VM to its initial vApp.

2. Inthe Restored VM name field, enter a name under which the VM should be restored and
registered. By default, the original name of the VM is used. If you are restoring the VM to the
same vApp where the original VM is registered and the original VM still resides there, it is
recommended that you change the VM name to avoid conflicts.
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Step 5. Select Destination for Virtual Disk Updates

This step of the wizard is available if you have chosen to change the location and settings of the
restored VM.

Select the location for holding the VM disk changes when the VM is restored. By default, disk changes
are stored directly on the vPower NFS server. However, you can store disk changes on any datastore in
your VMware environment. To do that, select the Redirect virtual disk updates check box and
choose the necessary datastore. Redirecting disk changes improves recovery performance but makes
Storage vMotion not possible for ESX 4.x and earlier.

Note You can select only a datastore that is available in the Organization vCD hosting the vApp to which
the VM is restored.
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Step 6. Select a Destination Network
This step of the wizard is available if you have chosen to change the location and settings of the
restored VM.
To select networks to which restored VMs will be connected:
1. Select the VM in the list and click Network.

2. The Select Network window displays all networks that are configured for the destination
vApp. From the list of available networks, choose a network to which selected VM should
have access upon restore.

To prevent the restored VM from accessing any network, select it in the list and click Disconnect.

To facilitate selection, use the search field at the bottom of the window: enter a network name or a
part of it and click the Start search button on the right or press [ENTER].

Veeam Backup & Replication maps the network settings you define and network settings of the initial
VM. If necessary, Veeam Backup & Replication makes changes to the network settings of the restored
VM. For example, if the initial VM was connected to the network using the static IP mode and you have
selected to connect a restored VM to a network using the dynamic IP mode,

Veeam Backup & Replication will change the network settings to the dynamic mode.

368 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



Network

&

Yirtual Machine
Restare Pairk
Festore Mode
D estination

Datastore

Fieazon

Summary

Specify the networks to connect restored virtual machineg's +MICs to,

Metwark connections:

Source Target

a |@ webserverd1
i Wirbual_Metwark

Yirtual_Lab_Metwork

Select multiple Yz to apply settings in bulk. | Metwork,

| | Dizconnect |

< Previous | | Mest > | | Finizh

|| Cancel |

Step 7. Specify a Restore Reason

If necessary, enter the reason for performing instant restore of the VM. The information you provide
will be saved in the session history so that you can reference it later.

Veeam Backup & Replication checks the lease term for the vApp to which the VM is restored. In case
the lease period has expired, the lease will be automatically updated.
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Step 8. Verify Instant VM Recovery Settings

At the last step of the wizard, check the settings you have specified for Instant VM Recovery.

To start a VM immediately after the restore process is successfully complete, select the Power on VM
automatically check box. If you are recovering the VM to the production network, make sure that the
initial VM is powered off to avoid conflicts.
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Step 9. Finalize Instant VM Recovery
After the VM has been successfully restored, you can finalize Instant VM Recovery: migrate the
restored VM to production or remove the restored VM.
To migrate the restored VM to production:
1. Open the Backup & Replication view.
2. Inthe inventory pane, select the Instant Recovery node.

3. Right-click the VM in the working area and select Migrate to production. As a result, the
Quick Migration wizard will be launched. During migration, Veeam Backup & Replication will
restore a VM instance from the backup file and then additionally move the changes that were
made while the VM was running in the Instant Recovery mode. To learn more, see Migrating
Virtual Machines.

Note Quick Migration will be performed using VMware vMotion technology.
To remove the recovered VM:
1. Open the Backup & Replication view.

2. Inthe inventory pane, select the Instant Recovery node.

3. Right-click the necessary VM in the working area and select Stop publishing.
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Restoring vCD VMs with Instant VM Recovery to Virtual Infrastructure

To launch the Instant Recovery wizard, do one of the following:

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, select the VM you want to restore and click Instant VM
Recovery > Into virtual infrastructure on the ribbon.

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, right-click the VM you want to restore and select Instant
recovery > Into vSphere Infrastructure.

e Open the Virtual Machines view. On the View tab, click vCloud Director View. In the
inventory pane, expand the vCloud Director hierarchy. In the working area, right-click the VM
you want to restore and select Restore > Instant VM Recovery > Into vSphere
infrastructure.

The process of Instant VM Recovery for vCD VMs does not differ from the regular Instant VM Recovery
process. To learn what steps you should perform and what settings you can specify, see the
Performing Instant VM Recovery section.
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Restoring vApps to vCloud Director

In addition to vCD VMs restore, Veeam Backup & Replication lets you restore vApps from backups back
to vCloud Director.

vApps can be restored to their Organization vDC or to any other Organization vDC of your choice. You
can restore the vApp that already exists — for example, in case the initial vApp is corrupted or you
want to revert to an earlier state of the vApp, or the vApp that no longer exists — for example, if it was
deleted by mistake. If you restore a vApp that already exists, the vApp is overwritten with that from
the vCD backup.

To restore a vApp to vCloud Director, follow the next steps:

371 | Veeam Backup & Replication for VMware | USER GUIDE | REV 3



Step 1. Launch the Full vApp Restore Wizard

To launch the Full vApp Restore wizard, do one of the following:

e Onthe Home tab, click Restore and select vCloud. At the Object Type step, select the object
you would like to restore: vApp.

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, select the vApp in the working area and click Restore
vCloud vApp on the ribbon.

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, right-click the vApp in the working area and select Restore
vCloud vApp.

Step 2. Select a vApp to Restore
At this step of the wizard, you should select the vApp you want to restore. To add a vApp, click Add
vApp and select where to browse for the vApps:

e From Infrastructure — browse the vCloud Director hierarchy and select a vApp to restore.
Note that the vApp you select from the vCloud Director hierarchy must be successfully
backed up at least once.

e From Backup — browse existing backups and select the vApp under backup jobs.
Tip To facilitate selection, use the search field at the bottom of the Select VMs window: enter an object’s
name or a part of it and click the Start search button on the right or press [ENTER].

To add a vApp to the list, you can also use the search field at the top of the window:

1. Enter a vApp name or a part of it in the search field and Veeam Backup & Replication will
search existing backups for the specified vApps and display matching results.

2. Toadd the vApp to the list, double-click it in the list of search results.

3. If the necessary vApp is not found, click the Show more link to browse existing backups and
choose the necessary vApp.

To remove a vApp from the list, select it and click Remove on the right.
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Step 3. Select a Restore Point

At this step of the wizard, you should select the necessary restore point for the vApp.

By default, Veeam Backup & Replication uses the latest good restore point to recover a vApp.
However, if you want to restore a vApp to an earlier state, select it in the list and click Point on the
right. In the Restore Points window, select a restore point that should be used to recover the vApp.

If you run a vCD backup job for the vApp, the job is considered to finish with the Success status and
the restore point is created only if all VMs in the vApp are backed up successfully. If any VM in the job
fails, the restore point for the vApp is not created and you will not be able to restore the vApp from
such restore point.
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vCloud Full VM Restare

[containers will be automatically expanded into plain object list.

Objects to Restore
Select objects to be restored, “ou can add individual objects from backup files, or containers from production environment
|

[x]

Add wApp

Faint...

Restore Type . . " .
Awailable restore pointz for mediaservices

Job Type

4 3 yCloud Backup [ABC Organization]
Restore Mode @ 7/26/2013 21415 PM Increment

| @& 7/25/2013 1:04:41 PM Ful

Reazon
Surmmary

Remove

Cancel

Ok || Cancel |

Step 4. Select a Restore Mode

At this step of the wizard, you should select the destination location for the restored vApp.

e Select Restore to original location if you want to restore the vApp with its initial settings
and to its original location. If this option is selected, you will immediately pass to the

Summary step of the wizard.

e Select Restore to a new location, or with different settings if you want to restore the vApp
to a different location and/or with different settings (such as Organization vDC, network
settings, fast provisioning settings and so on). If this option is selected, the Full vApp Restore
wizard will include additional steps for customizing vApp settings.
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Restore Mode

Specify whether selected objects should be restored back to the aniginal location, or to a new location or with different settings,

Restore Type ) Restore to the original location

) Cuickly initiate restare of selected Wz to the ariginal location, and with the original name
Obijects to Restore atd settings. Thiz option minimizes the chance of wser input emar,

® Restore to a new location, or with different settings
Customize restored Wi location, and change itz zettings. The wizard will automaticaliy
wihpp populate all controlg with the onginal Wi settings as the default settings.
wipp Metwork
Fazt Provizioning
D atastares

Reazon

Surmmary

Pick prosy bo uge

< Previous | | Mest > | | Finizh | | Cancel

Step 5. Select the vApp Location
This step of the wizard is available if you have chosen to change the location and settings of the
restored vApp.

By default, Veeam Backup & Replication restores the vApp to its initial location. To restore the vApp to
a different location:

1. Select the App in the list and click vDC.

2. From the vCloud Director hierarchy, choose an Organization vDC where the selected vApp
should be registered.

Tip To facilitate selection, use the search field at the bottom of the window: enter an object’s name or a
part of it and click the Start search button on the right or press [ENTER].
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Note

vApp
Specify vApp settings,
—

Restore Type Restored wapp hame and location:

) Original Marne Mew Mame Organization wOC
Ebecsloliclos 38 mediaservices 3B mediaservices_restored (i ABC¥irtualDC

Festore Mode

wipp Metwork
Reazon

Surnmary

Select multiple vApps to apply changes in bulk. | Mame... | | ¥DC |

| < Previous || Mest > || Finizh || Cancel |

Step 6. Select the Destination Network

This step of the wizard is available if you have chosen to change the location and settings of the
restored vApp.

To select networks to which the restored vApp should connected:
1. Select the vApp in the list and click Network.

2. The Select Network window displays all networks that are configured for the destination
Organization vDC. From the list of available networks, choose a network to which selected
vApp should have access upon restore.

To facilitate selection, use the search field at the bottom of the window: enter a network
name or a part of it and click the Start search button on the right or press [ENTER].

To prevent the restored vApp from accessing any network, select it in the list and click Disconnect.

When Veeam Backup & Replication backs up a vApp, it saves information about organization
networks to which the vApp is connected along with vApp networks data. If you restore the vApp to
the initial vDC organization and do not change the organization network settings,

Veeam Backup & Replication attempts to connect the vApp to all source organization networks to
which the vApp was connected at the moment of backup. If one or several source organization
networks are not detected, for example, if they have been changed or removed by the time of
restore, Veeam Backup & Replication will not be able to restore the vApp to its initial organization. In
this case, you will need to change the network settings for the restored vApp: map the vApp to other
organization network(s) or disconnect it from organization network(s) at all.
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vApp Network
By default, restored wApp is connected to the same vitual nebworks as the onginal w&pp. If you are restoring to a different

location, specify how ariginal location's netwaorks map to the new location's nebwarks,

Restore Type Metwark connections:

Source Target
4 3B mediaservices
iVirtuaI_Network Wirtual_Lab_Metwork.

Objects to Restore
Festore Mode

wApp

Fazt Provizioning
D atastares
Reazon

Surmmary

Select multiple vwApps to apply settings in bulk. | Metwork. .. | | Dizconnect |

< Previous || Mest > || Finizh || Cancel |

Step 7. Select a Template to Link
This step of the wizard is available if you have chosen to change the settings of the restored vApp,
for example, its name or location.
To select a VM template:
1. Select the VM in the list and click Set Template.

2. From the vCloud Director hierarchy, choose a template to which the VMs from the restored
vApp should be linked.
To facilitate selection, use the search field at the bottom of the window: enter a VM template
name or a part of it and click the Start search button on the right or press [ENTER].

If you want to disable fast provisioning for the VM and restore it as a regular VM, select the VM in the
list and click Disable.
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Fast Provisioning

Specify restore settings for wirtwal machines that use Fast Provizsioning feature,

Restore Type Fast provisioning templates:

W Template Target vApp
4 38 mediaservices
| (5 mediaservenDl witi2012_trnpl mediaservices_restored |
@ mediazerver]2 Dizabled mediazervices_restored
whpp @ sqlserver Dizabled mediazervices_restored

Objects to Restore

Festore Mode

wipp Metwork

D atastares

Reazon

Surmmary

Select multiple wirtual machines to apply changas in bulk. |Iemplate... || Dizable |

| < Previous || Mest > || Finizh || Cancel |

Step 8. Select a Storage Profile and Datastores
This step of the wizard is available if you have chosen to change the settings of the restored vApp, for
example, its name or location.
To select a storage profile for the vApp:
1. Select the vApp in the list and click Profile.
2. Inthe displayed window, select the necessary profile for the vApp.

If you have selected to disable fast provisioning at the previous step, you should select a datastore on
which the disks of restored VMs should be placed. To do that:

1. Select VM or vApp in the list and click Datastore.
2. Inthe displayed window, select the datastore on which the disks of the VM should be placed.
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Datastores

Specify storage profile and datastores for restored wvirtual machine.

Restore Type Festored WM storage settings:

Wi Mame Storage Profile [ atastore

4 38 mediazervices
|@ mediaserverd]  SikverStorage datastore] [2.2 TB freg]
@ mediazerver]2 " [Any) datastorel [2.2 TE free]

Objects to Restore

Festore Mode

whpp @sqlsewer * (A datastore] [2.2 TE free]

wipp Metwork

Fazt Provizioning

Reazon

Surmmary

Select multiple virtual machines to apply changes in bull. | Profile. .. | | Dratastore. .. |

< Previous || Mest > || Finizh || Cancel |

Step 9. Specify a Restore Reason

If necessary, enter the reason for performing restore of the selected vApp. The information you
provide will be saved in the session history so that you can reference it later.

Note Veeam Backup & Replication checks the lease term for the restored vApp. In case the lease period has
expired, the lease will be automatically updated.

Reason

Type in the reazon for performing this restore operation. Thiz information will be logged in the restore sessions histony for later
reference.

Festore Tupe Restore reazon:
Fiestaring archived wipp

Objects to Restore
Restore Mode
whpp

wipp Metwork
Fazt Provizioning

Datastares

Surmmary

[T Do mot shaw me this page again

< Previous | | Mest > | | Finizh | | Cancel
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Step 10. Verify Recovery Settings

If you want to start VMs in the vApp after the restore process is successfully complete, select the
Power on VM after restoring check box under the list of restore points.

Check the specified settings and click Finish. Veeam Backup & Replication will restore the selected
vApp to the specified destination.

Summary
Flease review the restare settings, and click Finizh to exit the wizard and start the restore.
—

Festare Type Summary:

WApp hame: mediazervices_restared
Objects to Festare Restore paint: 7/26/2013 1:04:41 PM
Target organization: ABC Organization
Festare Made T arget organization vDC: ABCYirualDC
Owaner: system

" Qrganization network. mapping:

YRR Wirtual_Metwork -» Virtual_Lab_Metwork
whpp Netwark Wbl name: w03

Storage profile: *

Fast Provisioning [ratastore: datastorel

W name: mediaserver0l
Starage profile: SilverStarage
Datastore: datastorel

D atastores

Feazon
WM name: mediaservel2
Starage profile: *
Datastore: datastore]

[ Power onvh after restaring

| £ Previous || Mest > || Einizh || Cancel

Restoring VMs to vCloud Director

Veeam Backup & Replication lets you restore VMs from vCD backups back to the vCloud Director
hierarchy. You can restore a single VM or a number of VMs at once.

The vCD VM can be restored to its initial location or to any other location of your choice. You can
restore a VM that already exists — for example, in case the initial VM is corrupted or you want to revert
to an earlier state of the VM, or a VM that no longer exists — for example, if it was deleted by mistake.
If you restore a VM that already exists, the initial VM is overwritten with that from the vCD backup.

Note When restoring VMs to the vCloud Director hierarchy, make sure that you select the Restore into
vCloud vApp option. If you select the Restore into VI option, the VM will be restored at the level of
the underlying vCenter Server. To get a fully functional VM managed by vCloud Director, you will
need to manually import the restored VM to the vCloud Director hierarchy.

To restore a VM to the vCloud Director hierarchy, follow the next steps:

Step 1. Launch the vCloud Full VM Restore Wizard

To launch the vCloud Full VM Restore wizard, do one of the following:

e  Onthe Home tab, click Restore and select vCloud. At the Object Type step, select the object
you would like to restore: VM.

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, select the VM you want to restore and click Entire VM >
Into vCloud vApp on the ribbon.
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Tip

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, right-click the VM you want to restore and select Restore
entire VM > Into vCloud vApp.

e  Open the Virtual Machines view. On the View tab, click vCloud Director View. In the
inventory pane, expand the vCloud Director hierarchy. In the working area, right-click the VM
you want to restore and select Restore > Restore VM into vCloud vApp.
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Step 2. Select a VM to Restore
At this step of the wizard, you should select one or more VMs to restore. To add a VM, click Add VM
and select where to browse for VMs:

e From Infrastructure — browse the vCloud Director hierarchy and select VMs to restore. Note
that the VM you select from the vCloud Director hierarchy must be successfully backed up at
least once.

e From Backup — browse existing backups and select VMs under backup jobs.
To facilitate selection, use the search field at the bottom of the Select VMs window: enter an object’s
name or a part of it and click the Start search button on the right or press [ENTER].

To add VMs to the list, you can also use the search field at the top of the window:

1. Entera VM name or a part of it in the search field and Veeam Backup & Replication will search
existing backups for the specified VM and display matching results.

2. To add the VM to the list, double-click it in the list of search results.

3. Ifthe necessary VM is not found, click the Show more link to browse existing backups and
choose the necessary VM.

To remove a VM from the list, select it and click Remove on the right.

381 |Veeam Backup & Replication for VMware | USER GUIDE | REV 3



Objects to Restore

Select objects to be restored, You can add individual objects from backup files, or containers from production environment
[containers will be automatically expanded into plain object list.

Restore Type WM to restare
|,D Tppa i a AF mama for irsfant fookue |

Mame Size Restore point | Add W |

Fiestore Mode 14
| L5 sqlzerver 106.0GE  7/26/2013 214:27 PM

Reazon
Bemove

Surmmary

< Previous | | Mest > | | Finizh | | Cancel

Step 3. Select a Restore Point

At this step of the wizard, you should select the necessary restore point for the VM.

By default, Veeam Backup & Replication uses the latest good restore point to recover a VM. However, if
you want to restore the VM to an earlier state, select it in the VMs to restore list and click Point on the
right. In the Restore Points window, select a restore point that should be used to recover the VM.

If you have chosen to restore multiple VMs, you can select a different restore point for every VM
specifically.

vCloud Full VM Restore 2

Objects to Restore

Select object:
[containers w
Ayailable reztore points for sglzerver

Job Type
4 £ yCloud Backup (4B C Organization)
[ 7/26/2013 214:27 PM Increment

@ 7/26/20131:04:57 PM Ful

Restore Type

Fiestare Mode
Reazon

Surmmary

|| Cancel |

< Previous | | Mext > | | Firizh | | Cancel
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Step 4. Select a Restore Mode

At this step of the wizard, you should select the destination location for the restored VM.

e Select Restore to original location if you want to restore the VM with its initial settings and
to its original location. If this option is selected, you will immediately pass to the Summary
step of the restore process.

e Select Restore to a new location, or with different settings if you want to restore the VM to
a different location and/or with different settings (such as VM location, network settings, fast
provisioning settings and so on). If this option is selected, the wizard will include additional
steps for customizing VM settings.

Restore Mode
Specify whether selected objects should be restored back to the oniginal location, or to a new location or with different settings.
—

Restore Type () Restore to the original location

) Cuickly initiate restare of selected Wz to the ariginal location, and with the original name
Obijects to Restore and settings. Thiz option minimizes the chance of wser input amar,

®) Restore to a new location, or with different settings
Customize restored Wi location, and change its settings. The wizard will automatically
Location populate all controlg with the onginal Wi settings as the default settings.
Wb M etwork
Fazt Provizioning
D atastores

Reazon

Surnmary

Pick prosy bo use

< Previous | | Mest » | | Finizh | | Cancel

Step 5. Select the VM Location
This step of the wizard is available if you have chosen to change the location and settings for the
restored VM.

By default, Veeam Backup & Replication restores the VM to its initial location. To restore the VM a
different location:

1. Select the VM in the list and click vApp.

2. From the vCloud Director hierarchy, choose the vApp in which the restored VM should be
registered.
To facilitate selection, use the search field at the bottom of the window: enter the vApp name
or a part of it and click the Start search button on the right or press [ENTER].
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Important! If you are restoring a linked clone VM to a different location, make sure that fast provisioning is
enabled at the level of the target Organization vDC. Otherwise Veeam Backup & Replication will
restore the VM as a regular VM.

Location
Specify wApp and name for the restored witual machines.

Restore Type Restored YM name and location:

) Original Marne Mew Mame whpp
e o Rexhme ) sqlserver CH) sqlserver_restared 38 mediaservices_lab

Festore Mode

b MW etwork
Fazt Provizioning
D ataztores
Reason

Surnmary

Select multiple wirtual machines to apply changas in bulk. | Mame... | | wApp.. |

| < Previous || Mest » || Finizh || Cancel |

Step 6. Select the Destination Network
This step of the wizard is available if you have chosen to change the location and settings of the
restored VM.
To select networks to which the restored VM should be connected:
1. Select the VM in the list and click Networks.

2. The Select Network window displays all networks that are configured for the destination
vApp. From the list of available networks, choose a network to which the restored VM should
have access upon restore.

To facilitate selection, use the search field at the bottom of the window: enter a network
name or a part of it and click the Start search button on the right or press [ENTER].

To prevent the restored VM from accessing any network, select it in the list and click Disconnected.
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¥M Network

By default, restored VM is connected to the same witbual networks as the onginal WM. If you are restoring WM to a different
location, specify how ariginal location's netwaorks map to the new location's nebwarks,

Restore Type Metwark connections:

Source Target

Objects to Restore P |@ o
i Wirbual_Metwork, Wirtual_Lab_Metwork

Festore Mode

Location

Fazt Provizioning
D atastares
Reazon

Surmmary

Select multiple Yz to apply settings in bulk. | Metwork. .. | | Dizconnect |

< Previous || Mest > || Finizh || Cancel |

Step 7. Select a Template to Link
This step of the wizard is available if you have chosen to change the settings of the restored VM, for
example, its name or location.
To select a VM template:
1. Select the VM in the list and click Set Template.

2. From the vCloud Director hierarchy, choose a template to which the restored VM should be
linked.
To facilitate selection, use the search field at the bottom of the window: enter a VM template
name or a part of it and click the Start search button on the right or press [ENTER].

If you want to disable fast provisioning for the VM and restore it as a regular VM, select the VM in the
list and click Disable.
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Step 8. Select a Storage Profile and Datastores
This step of the wizard is available if you have chosen to change the settings of the restored VM, for
example, its name or location.
To select a storage profile for the restored VM:
1. Select the VM in the list and click Storage Profile.
2. Inthe displayed window, select the necessary profile for the VM.

If you have selected to disable fast provisioning at the previous step, you should select a datastore on
which disks of the restored VM should be placed.

1. Select the VM in the list and click Datastore.

2. Inthe displayed window, select the datastore on which the VM disks will be located.
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Datastores

Specify storage profile and datastores for restored wvirtual machine.

Restore Type Festored WM storage settings:
; Wi Mame Storage Profile [ atastore
Obiects to Restore |@ sqlserver SikverStorage datastorel [2.2 TB freg]

Festore Mode
Location
Wi Metwork

Fazt Provizioning

Reazon

Surmmary

Select multiple virtual machines to apply changes in bull. | Profile. .. | | Dratastore. .. |

< Previous || Mest > || Finizh || Cancel |

Step 9. Specify a Restore Reason

If necessary, enter the reason for performing restore of the selected VM. The information you provide
will be saved in the session history so that you can reference it later.

Note Veeam Backup & Replication checks the lease term for the restored VM. In case the lease period has
expired, the lease will be automatically updated.

Reason

Type in the reazon for performing this restore operation. Thiz information will be logged in the restore sessions histony for later
reference.

Festore Tupe Restore reazon:
Fiestoring previously decommissioned sql server]

Objects to Restore
Restore Mode
Lacation

W Metwork,

Fazt Provizioning

Datastares

Surmmary

[T Do mot shaw me this page again

< Previous | | Mest > | | Finizh | | Cancel
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Step 10. Verify Recovery Settings

If you want to start the VM after the restore process is successfully complete, select the Power on VM
after restoring check box under the list of restore points.

Check the specified settings for the full VM recovery and click Finish. Veeam Backup & Replication will
restore selected VM to the specified vApp.

Summary
Please review the restore settings. and click Finish to exit the wizard and start the restore.
E—

Restore Type Surmmary:

1M name: sqlserver_restored

Objects to Restore Festore point: 7/26/2013 2:14:15 P

T arget organization: ABC Organization
Festare Made Target arganization wO T ABCVirualDC
Target whpp: mediaservices lab
Location Storage profile; SilverProfile

Datastore: datastorel

Wi Metwork wipp netvork, mapping:

Wirbual_Metwork > Wirtual_Lab_Metwork
Fazt Provizioning

[ ataztores

Reaszon

[] Power on i after restoring

| < Previous || Mest > || Finizh || Cancel

Restoring VMs to VMware vSphere Infrastructure

In addition to restoring a vCD VM to the vCloud Director hierarchy, you can also restore it to the
VMware vSphere infrastructure. In this situation, Veeam Backup & Replication neglects the vApp
metadata saved to the backup file and performs a regular full VM restore process: the VM is restored to
the vCenter Server or ESX(i) host and is not registered in vCloud Director.

vCloud-specific features such as fast provisioning are not supported for such type of restore.
To launch the Full VM Restore wizard, do one of the following:

e  Onthe Home tab, click Restore and select VMware. In the Restore from backup section,
select Entire VM (including registration).

e Open the Backup & Replication view and select the Backups node. In the working area,
expand the necessary backup job, select the VM(s) you want to restore and click Entire VM >
Into virtual infrastructure on the ribbon.

e Open the Virtual Machines view. In the inventory pane, expand the vCloud Director
hierarchy and select the necessary vCenter Server. In the working area, right-click the VM you
want to restore and select Restore entire VM > Into vSphere infrastructure.

Full VM restore of VMs managed by vCloud Director does not differ from full VM restore of regular
VMs. To learn what settings you c